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Abstract

A search for the lepton-flavor-violating decays H → τµ and H → τe of the recently discovered
Higgs boson with a mass of 125.09 GeV is performed. The presented analysis uses the full data set
recorded by the ATLAS experiment at the LHC in 2012 at a center-of-mass energy of

√
s = 8 TeV

corresponding to an integrated luminosity of 20.3 fb−1. It focuses on the Higgs boson production
mode of the vector-boson-fusion and considers hence only events in a topology enriched in this
production mode. All fully leptonic decays of the τ -lepton (τ → lνν̄ with l = e, µ) in this vector-
boson-fusion topology are analyzed. Events are split into four final states (ee, µµ, eµ and µe) to
increase sensitivity and to isolate both considered lepton-flavor-violating decays of the Higgs boson
from each other. The analysis follows a multivariate approach using the score of Boosted Decision
Trees as the final discriminant in each of the four final states. No hints for lepton-flavor-violating
Higgs boson decays are observed. Model independent upper limits of 1.5 % (1.4 %) and 1.6 % (1.3 %)
are observed (expected) for the branching ratio of the decays H → τµ and H → τe, respectively,
at a 95 % confidence level.

Zusammenfassung

Eine Suche nach den leptonflavorverletzenden Zerfallsprozessen H → τµ und H → τe des kürz-
lich entdeckten Higgs-Boson mit einer Masse von 125,09 GeV wird mit dem kompletten im Jahr
2012 aufgezeichneten Datensatz des ALTAS Experimentes am LHC durchgeführt. Dieser umfasst
Proton-Proton-Kollisionen bei einer integrierten Luminosität von 20,3 fb−1 und einer Schwerpunkts-
energie von

√
s = 8 TeV. Die vorgestellte Analyse konzentriert sich auf den Produktionsmechanis-

mus der Vektor-Boson-Fusion und berücksichtigt ausschließlich Ereignisse in einer Topologie, die in
Vektor-Boson-Fusion produzierten Ereignissen angereichert ist. Alle vollständig leptonischen Zer-
fallsprozesse des τ Leptons (τ → lνν̄ mit l = e, µ) innerhalb dieser Topologie werden analysiert. Zur
Erhöhung der Sensitivität und zur Trennung der berücksichtigten Zerfallsprozesse werden die Ereig-
nisse in vier Endzustände (ee, µµ, eµ und µe) unterteilt. Für jeden Endzustand wird mittels Boosted
Decision Trees eine multivariate Analyse durchgeführt und die Verteilung deren Score als finale
Diskriminante genutzt. Es werden keine Hinweise auf leptonflavorverletzende Zerfälle des Higgs-
Bosons gefunden. Modellunabhängige obere Ausschlussgrenzen für das Verzweigungsverhältnis der
betrachteten Zerfälle werden auf 95 % Konfidenzniveau abgeleitet. Diese beobachteten (erwarteten)
Ausschlussgrenzen liegen bei 1,5 % (1,4 %) für den H → τµ Zerfall und bei 1,6 % (1,3 %) für den
H → τe Zerfall.
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oder ist.

Ort, Datum ............................................................ Unterschrift ............................................................



Contents

1 Introduction 8

2 Theory 10

2.1 The Standard Model of Particle Physics . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 LYM and LF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.2 Higgs Part of the SM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.3 Yukawa Couplings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.4 Flavor Violation in the Quark Sector and Absence of Lepton-Flavor-Violating
Processes in the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Lepton-Flavor-Violation in non Standard Model Higgs Boson Decays . . . . . . . . . 19

2.2.1 Description of Lepton-Flavor-Violating Higgs Boson Decays . . . . . . . . . . 19

2.2.2 Indirect Limits on Lepton-Flavor-Violating Higgs Boson Decays . . . . . . . . 20

2.3 Phenomenology of the Higgs Boson . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Properties of the Higgs Boson . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.2 Properties of the Discovered Higgs Boson Candidate . . . . . . . . . . . . . . 23

3 ATLAS Experiment 25

3.1 The ATLAS Coordinate System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4 Muon System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.5 Trigger System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Signal and Background Processes 30

4.1 Signal Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Background Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2.1 MC Based Background Estimates . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2.2 Z → ττ Background Estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.2.3 Fake-Lepton Estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Physics Object Reconstruction, Used Triggers and Preselection 41

5.1 Physics Object Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.1.1 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.1.2 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1.3 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1.4 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.1.5 Overlap Removal Between Leptons and Jets . . . . . . . . . . . . . . . . . . . 45

5



6 CONTENTS

5.2 Used Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.3 Basic Selection of the Vector Boson Fusion Topology . . . . . . . . . . . . . . . . . . 46

6 Lepton Labeling 51

6.1 Motivation for Lepton Labeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6.2 Underlying Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.3 Lepton Labeling Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.4 Selected Lepton Labeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

7 Final Event Selection Using BDTs 56

7.1 Boosted Decision Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

7.1.1 Introduction to Boosted Decision Trees . . . . . . . . . . . . . . . . . . . . . 56

7.1.2 Settings of Boosted Decision Trees Used in this Analysis . . . . . . . . . . . . 57

7.1.3 Trainings Strategy for Boosted Decision Trees . . . . . . . . . . . . . . . . . . 59

7.2 Variables Used in Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

7.2.1 Missing Transverse Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

7.2.2 Variables Describing Kinematics of the Leptons . . . . . . . . . . . . . . . . . 61

7.2.3 Variables Describing the Kinematics of the Jets . . . . . . . . . . . . . . . . . 63

7.2.4 Variables from the Higgs Boson Mass Reconstruction . . . . . . . . . . . . . . 64

7.2.5 B-Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.3 Analysis Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7.3.1 Use of Boosted Decision Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7.3.2 BDT Score as Final Discriminant . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.3.3 Binning of Final Discriminant . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.3.4 Division into Four Final States . . . . . . . . . . . . . . . . . . . . . . . . . . 69

7.4 Selection of Different Flavor Final States . . . . . . . . . . . . . . . . . . . . . . . . . 70

7.4.1 Event Selection for Different Flavor Final States . . . . . . . . . . . . . . . . 70

7.4.2 BDT Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.4.3 Binning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.4.4 BDT Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.4.5 Handling of Wrong Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.5 Selection of Same Flavor Final States . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.5.1 First Set of BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

7.5.2 Second Set of BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

8 Systematic Uncertainties 103

8.1 Considered Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8.1.1 Experimental Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8.1.2 Background Modeling Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 103

8.1.3 Theoretical Uncertainties of the Higgs Boson Samples . . . . . . . . . . . . . 104

8.2 Treatment of Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 105

8.2.1 Symmetrization of Missing Histograms . . . . . . . . . . . . . . . . . . . . . . 105

8.2.2 Pruning of Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 106

8.2.3 Applied Treatment of Systematic Uncertainties . . . . . . . . . . . . . . . . . 107



CONTENTS 7

9 Statistical Analysis and Results 109
9.1 Fit Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

9.1.1 Systematic Uncertainties in the Fit Model . . . . . . . . . . . . . . . . . . . . 109
9.1.2 Treatment of Statistical Uncertainties of the Considered Processes . . . . . . 110
9.1.3 Free Parameters of the Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
9.1.4 Asimov Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

9.2 Expected Sensitivity and Results in Individual Final States . . . . . . . . . . . . . . 111
9.2.1 Fit for H → τµ in the µe Final State . . . . . . . . . . . . . . . . . . . . . . . 111
9.2.2 Fit for H → τµ in the µµ Final State . . . . . . . . . . . . . . . . . . . . . . 116
9.2.3 Fit for H → τe in the eµ Final State . . . . . . . . . . . . . . . . . . . . . . . 121
9.2.4 Fit for H → τe in the ee Final State . . . . . . . . . . . . . . . . . . . . . . . 125

9.3 Combined Fits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
9.3.1 Simultaneous Fit for H → τµ in the µµ and µe Final State . . . . . . . . . . 130
9.3.2 Simultaneous Fit for H → τe in the ee and eµ Final State . . . . . . . . . . . 135

9.4 Summary of the Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

10 Conclusion 141



Chapter 1

Introduction

The Brout-Englert-Higgs mechanism [1–6], denoted from here on simply as the Higgs mechanism,
was introduced more than 50 years ago. It allows to create mass terms for all massive particles
without violating the gauge symmetry of the Standard Model (SM) [7–9]. The presence of the Higgs
mechanism manifests itself in the existence of a scalar particle, the so called Higgs boson. While the
SM does not predict the Higgs boson mass, it allows to infer all of its properties for a given value of
its mass allowing purposeful searches for the Higgs boson. Although the experimental community
put great effort into the search for this particle during the past 50 years by building and operating
constantly larger particle accelerators pushing the frontier of the achievable energy-scale steadily
higher, it was not discovered until 2012. In the meantime, all other particles predicted by the SM
were discovered and the SM was found to describe physics at collider experiments with a remarkable
precision, making the Higgs boson the last missing piece in the experimental confirmation of the
SM.
In 2012, a candidate for the Higgs boson of the SM was discovered by the ATLAS [10] and CMS [11]
collaborations at the LHC at CERN in the mass vicinity of 125 GeV. All measured properties of
this candidate are so far in good agreement with the predictions of the SM, but further tests have
to be carried out to identify the candidate as the Higgs Boson of the SM. The search for lepton
flavor violation (LFV1) in the Higgs sector forms a intriguing class of such tests, due to multiple
reasons.
First of all, the SM does not allow any LFV processes due to the properties of its lepton sector
meaning that any observation of a LFV process calls for physics beyond the SM. It is nevertheless
known that lepton flavor is not an exact symmetry of nature, as it is violated in the neutrino sector
by the oscillation of the neutrinos’ flavor during a free propagation in space [12–15] called neutrino
oscillation [16–18]. Furthermore, many extensions of the SM [19–32] predict LFV in the Higgs
sector. Indirect limits on the LFV Higgs boson decays, derived in references [33] and [34], allow
the branching ratios of the decays H → τµ and H → τe to be individually as large as O(10 %),
while the branching ratio of the decay H → µe is in the absence of cancellations constrained to be
smaller than O(10−8). This yields that there is not much hope for observing the decay H → µe
with the ATLAS experiment at the LHC, while the decays H → τµ and H → τe can be realized
by nature at an observable rate. The CMS collaboration provided an additional motivation for a
search of these LFV decays with the ATLAS experiment by observing a slight excess of events in
the their search for the LFV Higgs decay H → τµ [35] corresponding to a observed significance of
2.4σ. The search for LFV Higgs decays is therefore a well motivated search for physics beyond the

1The abbreviation LFV will be used for both, lepton flavor violation and lepton-flavor-violating, trusting in the
reader’s skill to discriminate both options from context.
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9

SM and tests furthermore the nature of the Higgs boson candidate.
So far, the ATLAS collaboration has only published a search for the LFV decay H → τµ [36]
considering only hadronic decays of the τ lepton. The search for the LFV decays H → τµ and
H → τe presented in this thesis considers, in contrast to this, the leptonic decay modes of the τ
lepton. All fully leptonic final states are considered and the presented analysis exploits furthermore
the distinct signature of the vector-boson-fusion (VBF) production mode of the Higgs boson by
restricting the analysis to the VBF topology. It uses the full data set recorded by the ATLAS
experiment at the LHC in 2012 at a center-of-mass energy of

√
s = 8 TeV corresponding to a

integrated luminosity of 20.3 fb−1. Events within the VBF topology are divided into four different
final states, ee, µµ, eµ and µe, to exploit the different signal and background compositions in each
of those final states. The analysis is based heavily on the SM H → ττ analysis [37] from the ATLAS
collaboration and uses the same background estimates and object definitions. It uses however a
different reconstruction of the Higgs boson mass and introduces the concept of lepton labeling to
utilize the distinct kinematic of the LFV Higgs boson decays. The description of the performed
analysis given in this thesis focuses on the parts of the analysis that differ from the SM H → ττ
analysis to emphasize the parts tailored to the LFV decays of the Higgs boson.
This thesis starts with a discussion of the theoretical background in chapter 2. This chapter gives
an introduction to the SM focused on the absence of LFV in the SM, followed by a description
of non SM LFV Higgs boson decays and a brief introduction to the phenomenology of the Higgs
boson. A description of the ATLAS experiment is provided in chapter 3, which is followed by
a discussion of the considered signal and background processes in chapter 4. The subsequent
chapter 5 describes the reconstruction of physical objects, the used triggers and additionally the
preselection of events defining the VBF topology. The concept of lepton labeling is introduced in
chapter 6. This is followed by chapter 7 presenting the final event selection in all final states and
the derivation of the distributions of the BDT score that are used as the final discriminant in the
statistical analysis described in chapter 9. The intermediate chapter 8 describes briefly the used
systematic uncertainties and how they are treated in this analysis. Eventually, conclusions are
drawn in chapter 10.



Chapter 2

Theory

This chapter gives an overview of the main theoretical concepts underlying the analysis presented
in this thesis. Starting with an introduction to the Standard Model (SM) of particle physics focused
on the Higgs sector and the absence of LFV. The SMs predictions are used in this analysis for the
modeling of all Monte Carlo based background simulations and, to some extent, in the simulation
of the LFV Higgs boson signal samples. The section on the SM is followed by a section dedicated
to LFV in the Higgs sector, describing a simple way to extend the Lagrangian of the SM such that
it includes LFV decays of the Higgs boson. Furthermore, it contains a discussion of the indirect
limits on LFV decays of the Higgs boson. Finally, the chapter is completed by a section about the
Higgs boson itself. It describes the main properties of the SM Higgs boson and of LFV Higgs boson
decays and gives a summary of the properties of the Higgs boson candidate discovered at a mass
of approximately 125 GeV.

2.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics describes all currently scientifically proven elementary
particles, their relevant1 interactions and properties. Gravitation is the only known fundamental
force that is not included in the SM, as it is very weak compared to all other known fundamental
forces and therefore negligible at the energy scale reached by today’s experiments.
The SM contains two fundamentally different classes of particles, the fermions and the bosons. The
criteria that sorts particles in these two groups is their intrinsic spin. Fermions are particles with
a half integer spin quantum number, while bosons have an integer spin. All known elementary
fermions have spin 1/2 and are divided in two subclasses depending on their color charge. Quarks
are color charged elementary fermions and are therefore affected by the strong interaction, while
leptons are neutral with respect to the color charge. Both, leptons and quarks, come in two different
types. There are electrically charged leptons called electron, muon, tau (e, µ, τ), that carry the
negative of the elementary charge e and their electrically neutral partners called neutrinos (νe, νµ,
ντ ) that are assumed to be massless within the SM. The quark sector is divided in so called up-
and down-type quarks. There are three up-type quarks up, charm and top (u, c, t) that carry the
electric charge +2/3 e and the three down-type quarks called down, strange and bottom (d, s, b)
carrying the electric charge −1/3 e. The SM contains each quark three times, once in each of the

1Interactions that are strong enough to leave a visible footprint at the energy scale of current particle accelerators.

10



2.1 The Standard Model of Particle Physics 11

three different possible color charges red, blue and green. For each of the so far described fermions
exists additionally a corresponding anti-fermion having the same mass, spin and absolute value of
electric charge with a sign opposite to the corresponding fermion.
All leptons and quarks of a certain type (charged leptons, neutrinos, up-type and down-type quarks)
have almost the same properties. This manifests itself in the terminology of fermion generations.
There are exactly three generations of each fermion type. Fermions of the same type but a different
generation differ only in their mass and flavor. Each fermion class (leptons and quarks) has one
independent flavor quantum number for each generation, e and νe for example have the same flavor
quantum number. Flavor quantum numbers are additive quantum numbers and the flavor quantum
number of an anti-particle is minus the flavor quantum number of the corresponding particle. The
SM does not allow a violation of the leptons’ flavor quantum numbers, or in short lepton flavor
violation, while the conservation of quark flavor is violated by the charged weak interaction.
Matter, as we know it, is composed completely out of the three lightest fermions of each charged
fermion type which are the electron, the up and down quarks. The two quarks form the protons
(uud) and the neutrons (udd) building the nuclei that are completed by the electrons to form atoms.
All other charged elementary particles are unstable and will decay.
Bosons are the force carriers of the SM mediating the elementary forces between the elementary
particles. All elementary bosons of the SM have spin 1 except the Higgs boson which is with its
spin 0 a unique elementary particle in the SM. The photon γ is the mediator of the electromagnetic
force and couples to electric charge. It is neutral with respect to the color, the weak and electric
charge and does not couple to itself due to the latter. The strong interaction is mediated by eight
color charged but electric neutral gluons g that couple to themselves. Both, the photon and the
gluon are massless in contrast to the massive Z, W+ and W− boson that are the mediators of the
weak interaction. The bosonic content of the SM is completed by Higgs boson. It is massive scalar
(spin 0) that couples to all massive particles of the SM. A summary of all particles of the SM and
their main properties is given in Figure 2.1.
All charged fermions and spin 1 bosons are experimentally well established and are described
precisely by the SM2. A candidate for the SM Higgs boson has been discovered by ATLAS [10] and
CMS [11] at the LHC at CERN in 2012 in the mass vicinity of 125 GeV. All measured properties are
within their uncertainties in good agreement with the SM predictions, but further, more accurate
measurements will have to be carried out to gain enough confidence in stating that this candidate
is in fact the Higgs boson of the SM.
While the SM describes precisely the physics of the elementary particles at colliders, it is known
to have some limitations. E.g. it does not include gravitation, offers no candidate for dark matter,
does not explain why there are exactly three generations of fermions and why the fermion masses
span over so many orders of magnitude.
From a theoretical and therefore mathematical point of view, the SM is formulated as local gauge
invariant quantum field theory (QFT) with the gauge structure SU(3)C × SU(2)IW × U(1)YW
composed of the SU(3)C group of color, the SU(2)IW group of weak isospin IW and the U(1)YW
group of weak hypercharge YW . Quantum field theories describe particles as quantized fields, while
obeying the rules of special relativity and quantum mechanics. Naive mass-terms for the particle
content of the SM would break local gauge invariance, make the theory unrenormalizable and
therefore cannot be included in the SM. The Higgs mechanism provides an elegant way to create
mass terms for the massive particles of the SM without violating gauge invariance and destroying
the renormalizability of the theory. It introduces the scalar Higgs field that has a non-vanishing

2Neutrinos are purposely excluded from this statement as neutrino oscillations are not described by the SM but
experimentally well established.



12 2 Theory

Figure 2.1: Summary of the SM particle content and its fundamental interactions represented
by the different colors. Bosons with the same color as the box are the force carriers of the corre-
sponding interaction, while all other particles inside each colored box are affected by the interaction
represented by the color. It lists the electric charge q, the spin S and the mass m of the particles.
The mass values are taken from reference [38].

vacuum expectation value and breaks therefore spontaneously the SU(2)IW × U(1)YW symmetry.
Due to this, interaction terms arise that are bilinear in the massive vector boson fields and the
vacuum expectation value of the Higgs fields that can be interpreted as mass terms. Fermion
masses are obtained separately by the so-called Yukawa interactions.
This section will provide a phenomenological description of the SM focusing on the Higgs sector
and the absence of LFV processes. It is based heavily on the elegant summary of the SM given
in reference [39] and follows mostly the same notation. Furthermore, a certain familiarity of the
reader with the basics of QFT, the usual notations and tools in this field is assumed from here on,
as an introduction to QFT is beyond the scope of this thesis.
The Lagrangian of the Standard Model LSM given by

LSM = LYM + LF + LH + LYuk. (2.1)

LSM will be discussed in detail in the following sections, starting with LYM and LF.
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2.1.1 LYM and LF

LYM and LF describe both the fermions’ and gauge bosons’ dynamics and their interactions with
each other in an unbroken gauge symmetry. The Lagrangian of the Yang-Mills part is given by

LYM = −1

4
W i
µνW

i,µν − 1

4
BµνB

µν − 1

4
GaµνG

a,µν , (2.2)

using the following definitions of the field strength tensors

W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν , i, j, k = 1, 2, 3, (2.3)

Bµν = ∂µBν − ∂νBµ, (2.4)

Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν , a, b, c = 1, 2, ..., 8. (2.5)

Here, the W i
µν denote the field strength tensors of the gauge fields W i

µ for the SU(2)IW group of
weak isospin IiW . Bµν is the field strength tensor of the gauge field Bµ for the U(1)YW of weak
hypercharge YW and finally Gaµν are the field strength tensors for the SU(3)C of color. The gauge
couplings of these groups are given by g, g′ and gs respectively. Additionally, there are the structure
constants εijk and fabc of the non-abelian groups SU(2)IW and SU(3)C defined by the commutation
relations of the groups’ generators.
Equation 2.2 describes the dynamics of the gauge bosons and their self interaction, while

LF = iΨ̄L /DΨL + iψ̄lR /DψlR + iΨ̄Q /DΨQ + iψ̄uR /DψuR + iψ̄dR /DψdR (2.6)

describes the fermions’ dynamics and the interaction between fermions and gauge bosons, which is
hidden in the covariant derivative Dµ given by

Dµ = ∂µ + igIiwW
i
µ + ig′

YW
2
Bµ + igsT

a
CG

a
µ. (2.7)

/Dµ is the Feynman slashed of Dµ defined by /D = Dµγ
µ. IiW , YW , and T aC are the generators of

the gauge groups in the representation of the fermions they act on. IiW = σi

2 (σi = Pauli matrices)
for left-handed SU(2)IW doublets and IiW = 0 for right-handed singlets. A direct consequence of
this is that the W± boson of the SM couples only to left-handed fermions which makes the charged
weak current maximal parity violating. The weak hypercharge YW is related to the relative electric
charge Q and the third component of the weak isospin IiW by the Gell-Mann-Nishijima relation
Q = I3

W + YW
2 . T aC = λa

2 (λa = Gell-Mann matrices) for SU(3)C quark triplets and T aC = 0 for
leptons.
Equation 2.6 introduced the SM fermion content that will be discussed below. The SM treats
left- and right-handed fermions differently. The left-handed fermions appear in SU(2)IW doublets
(IW = ±1/2), while the SM contains their right-handed counterparts only in singlets (IW = 0).
There appear two doublets in Equation 2.6: the left-handed lepton doublets3 ΨL = (ψνlL , ψlL)T

consisting of the spinor ψlL of the charged leptons l = e, µ, τ and the spinor ψνlL of the corresponding

neutrinos νl = νe, νµ, ντ , and the left-handed quark doublet ΨQ = (ψuL , ψdL)T containing the
spinor ψuL of the up-type quarks u = u, c, t and the spinor ψdL of the down-type quarks d = d, s, b.
Furthermore, there are the singlets of the right-handed charged leptons ψlR , of the right-handed

3please note that the subscript L is used twice in different context: Once in labeling ΨL as the doublet containing
left-handed fermions (as ΨQ labels the left-handed quark doublet) and once as labeling the left-handedness of spinors
like ψlL . With this in hand, it should be easy to infer the proper meaning of the subscript L from context.
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up-type quarks ψuR and of the right-handed down-type quarks ψdR . Note, there is no singlet of the
right-handed neutrinos, as the SM does not contain right-handed neutrinos.
So far, the gauge fields were treated in their gauge basis and not as usual in experimental particle
physics in the mass basis (W±µ ,Zµ, Aµ) with their corresponding particles (W±, Z, γ). Requiring
that the coupling structure of the photon in the SM is the same as in quantum electrodynamics
(parity blind and proportional to Qψ̄ /Aψ) allows to identify the photon field Aµ and the Z boson
field Zµ as a rotation of the W 3

µ and Bµ fields given by(
Zµ
Aµ

)
=

(
cW −sW
sW cW

)(
W 3
µ

Bµ

)
. (2.8)

The angle of the rotation is the weak mixing angle θW . The abbreviations cW and sW are defined
as

cW = cos θW =
g√

g2 + g′2
sW = sin θW =

g′√
g2 + g′2

. (2.9)

The electric charge e is fixed by

e =
gg′√
g2 + g′2

. (2.10)

Furthermore, the W±µ fields can be identified by

W±µ =
1√
2

(
W 1
µ ∓ iW 2

µ

)
. (2.11)

This section introduced all particles of the SM except the scalar Higgs boson, but so far all particles
remained massless, as naive mass terms such as W i

µW
i,µ for gauge bosons and ψ̄fLψfR + ψ̄fRψfL

for fermions violate gauge invariance.

2.1.2 Higgs Part of the SM

This section introduces the Higgs sector of the SM that provides the possibility of creating mass
terms for all massive particles without violating the gauge invariance of the theory. The Lagrangian
of the Higgs sector is given by

LH = (DµΦ)† (DµΦ)− V (Φ), (2.12)

introducing a complex scalar SU(2)IW doublet Φ = (φ+, φ0)T with four degrees of freedom. Φ is
neutral with respect to the color charge and carries the weak hypercharge YW = 1. φ+ carries
additionally the charge +e, while φ0 is neutral. Dµ is the covariant derivative introduced in
equation 2.7. The potential V of the self interaction of Φ is given by

V (Φ) = −µ2
(

Φ†Φ
)

+
λ

4

(
Φ†Φ

)2
, (2.13)

where µ2 and λ are two real free parameters. µ2 is chosen positive so that Φ picks up a non-
vanishing vacuum expectation value (vev) Φ0, which is crucial to create mass terms for massive
particles using the Higgs mechanism. Minimizing V with respect to

(
Φ†Φ

)
yields

Φ†0Φ0 =
v2

2
, (2.14)
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where

v = 2

√
µ2

λ
(2.15)

denotes the vev. As φ+ carries the charge e, it is necessary to set φ+
0 = 0 to keep the vev and

therefore the vacuum neutral. With this requirement Φ0 is fixed up to an arbitrary phase. Following

the usual choice and not adding an additional phase yields Φ0 =
(

0, v√
2

)T
. This choice of the vev

breaks the initial SU(2)IW × U(1)YW symmetry spontaneously down to the remaining U(1)EM
symmetry. Rewriting Φ in terms of v, the real physical Higgs field H, and the unphysical would-be
Goldstone bosons φ+ (complex scalar) and χ (real scalar) yields

Φ =

(
φ+

v+H+iχ√
2

)
. (2.16)

It is always possible to find a gauge that removes the unphysical fields φ+ and χ from Φ, known as
the unitary gauge. In this gauge Φ reduces to

Φ =
1√
2

(
0

v +H

)
. (2.17)

Figure 2.2 shows the potential V projected onto the φ0 component. The blue line in Figure 2.2 (b)
shows the continuum of vacuum expectation values and the green dot represents selected vev.

(a) (b)

Figure 2.2: Two plots of the Higgs potential V projected to the field component φ0 of Φ. The
blue circle in plot (b) shows the continuum of the vacuum expectation values, while the green dot
represents the selected vev.

The interaction between Φ and the gauge boson fields of the SM is hidden in the covariant derivative
in equation 2.12. Expanding the covariant derivative given in equation 2.7 with IiW,Φ = σi, YW,Φ = 1,

T aC,Φ = 0 and replacing W i
µ and Bµ with the corresponding fields in the mass basis W±µ , Aµ and

Zµ simplifies the covariant derivative to

Dµ = ∂µ +
i

2

(
g2−g′2√
g2+g′2

Zµ + 2eAµ
√

2gW+
µ√

2gW−µ − g
cW
Zµ

)
. (2.18)

Using this into calculate LH and the unitary gauge yields

LUH = 1
2∂µH∂

µH+ g2

4 (v +H)2W+
µ W

−µ+ g2

8c2W
(v +H)2 ZµZ

µ+ µ2

2 (v +H)2− λ
16 (v +H)4 . (2.19)
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This contains terms bilinear in the fields W±, Zµ and H, which can be identified as mass terms
giving the corresponding bosons (W±, Z, and H) their mass M. These mass terms are given by

MW = gv
2 , MZ = gv

2cW
= MW

cW
, MH = v

√
λ
2 =

√
2µ2. (2.20)

Expanding equation 2.19 and replacing the parameters µ2, v, λ with the bosons’ masses yields

LUH =1
2∂µH∂

µH − 1
2M

2
HH

2 − gM2
H

4MW
H3 − g2M2

H

32M2
W
H4

+M2
WW

+
µ W

−,µ + 1
2M

2
ZZµZ

µ

+ gMWHW
+
µ W

−,µ + g2

4 H
2W+

µ W
−,µ + gMZ

2cW
HZµZ

µ + g2

4c2W
H2ZµZ

µ.

(2.21)

The first line of equation 2.21 describes the kinematics and self-interaction of the real, scalar and
now massive Higgs field that inherited one of the four degrees of freedom of the initial Higgs doublet
Φ. The residual three degrees of freedom are transfered to the fields W+

µ , W−µ and Zµ, as they
became massive due the mass term given in the second line of the equation. Each of them picks up
one additional degree of freedom, as massive fields with spin one have three possible spin states,
while massless fields with spin one have only two spin states. The last line of equation 2.21 describes
the couplings between H and the massive gauge bosons.
The introduction of LH allows to create mass terms for the W±µ and Zµ fields, while keeping the
photon field Aµ massless, which matches the observation of massive W±, Z boson and a massless
photon γ in nature, without breaking the gauge invariance of the theory. This achievement comes
with the price of having to add the Higgs boson H to the particle content of the SM interacting
with all massive gauge bosons.
LH introduced two free parameters µ2 and λ. They are both fixed with the input of the Higgs
boson mass and the vev v = 247 GeV derived from the Fermi constant.

2.1.3 Yukawa Couplings

The SM includes interactions between fermions and the Higgs sector realized by so called Yukawa
[40,41] interactions. From these interactions arise the fermions’ mass terms and couplings between
fermions and the Higgs boson. This is achieved by coupling a left-handed fermion doublet Ψ with
a right-handed fermion singlet ψ to the Higgs doublet Φ. The most general Lagrangian for these
couplings is given by

LYuk = − Ψ̄LGlψlRΦ︸ ︷︷ ︸
A

− Ψ̄QGdψdRΦ︸ ︷︷ ︸
B

− Ψ̄QGuψuRΦ̃︸ ︷︷ ︸
C

+h.c., (2.22)

where Gf , with (f = l, u, d), denotes an arbitrary complex 3x3 matrix in flavor space containing the
coupling constants Gij between the fermion flavors of the lepton generation i and j and Φ̃ = iσ2Φ∗

denotes the charge-conjugate Higgs doublet.
Part A of equation 2.22 describes the Yukawa interaction for charged leptons, part B for down-type
quarks and part C for up-type quarks. The SM Yukawa couplings treat leptons and down-type quarks
analogously, as can be seen easily by comparing Part A and B, but there is no corresponding term
to part C for leptons. This is due to the fact that the SM does not contain right-handed neutrinos
(and left-handed anti-neutrinos) which are essential to form the corresponding term for leptons.
This difference between quarks and leptons leads to a different behavior of quarks and leptons in
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terms of flavor violation, which will be shown in section 2.1.4. Expanding equation 2.22 in the
unitary gauge yields

LYuk,U-gauge = 1√
2

(v +H)
(
−ψ̄lLGlψlR − ψ̄dLGdψdR − ψ̄uLGuψuR

)
+ h.c.. (2.23)

The expanded version of equation 2.22 contains terms that are already quite similar to mass terms
and Higgs-fermion interactions, but in general the arbitrary G-matrices mix different lepton (quark)
flavors with each other. This mixture would lead to an oscillation of a lepton (quark) with flavor fi
of the ith generation (i=1,2,3) into a lepton (quark) with flavor fj (i 6= j) simply by free propagation
of the lepton (quark) in time and space. It is not very convenient to keep those flavor mixing terms
in the SM as they complicate the theory unnecessarily. Fortunately, it is possible to remove them
by a simple redefinition of the fermions’ fields shown in the next section.

Fermion Masses and Higgs Boson Couplings to Fermions

Changing the fermions’ basis from their previously used flavor basis (ψπ,1,ψπ,2,ψπ,3) into their mass

basis (ψ̂π,1,ψ̂π,2,ψ̂π,3) for both, left-handed (π = L) and right-handed (π = R), fermions provides a
convenient method to eliminate flavor mixing terms from equation 2.23. This change of basis can
be expressed as

ψ̂fπ,i = Ufπij ψfπ,j , f = l, u, d, (2.24)

using the unitary matrices Uf,π that diagonalize Gf by definition of the mass basis. Please note
that here it is necessary to introduce two different types of matrices, namely Uuπ and Udπ , for the
quarks sector while there is only U lπ for the lepton sector, as only the charged leptons remained in
LYuk, while both, up- and down-type of quarks, are still present. Although it is not necessary to
introduce the corresponding U matrix for the neutrinos at this stage, it will be crucial later, once
the change of the fermion basis is performed on the entire Lagrangian of the SM. So it is convenient
to define the transformation matrix for the neutrinos at this stage. Fortunately, it is possible to use
U lπ for both the charged leptons and the neutrinos, while working in the approximation of massless
and therefore mass degenerate neutrinos, as in the SM.
A notationally convenient choice for the parametrization using the actual fermions mass mf of the
mass eigenvalues is given by

UfLGf

(
UfR

)†
=

√
2

v
diag{mf1 ,mf2 ,mf3}. (2.25)

By applying this notation and using ψ̄fπ =
¯̂
ψfπ

(
Ufπ

)†
, equation 2.23 reads

LYuk,U-gauge = −
∑
f

∑
i

mfi

(
1 +

H

v

)(
¯̂
ψfiL ψ̂fiR +

¯̂
ψfiR ψ̂fiL

)
, (2.26)

where the subscript i represents the fermion’s generation and f the fermion’s type (l,u,d). Equa-
tion 2.26 contains two types of terms. First of all, there are the fermions’ mass terms providing
each prior massless fermion with its correct mass mf . Furthermore, there are terms describing a
coupling between each fermion and the Higgs boson of the SM, that is proportional to

mf
v . This

means that the Higgs boson couples only to massive fermions and favors heavy fermions in its
decay. Additionally, there are no terms left in equation 2.26 that mix fermions of different flavor
with each other. Thus, the Higgs boson of the SM can, at tree level, only decay into pairs (fermion
and anti-fermion) of massive fermions with the same flavor, considering only fermionic decays. So,
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the SM does not allow any lepton flavor violating decays of the Higgs boson and observing such
a decay would call for physics beyond the SM. Obviously, it is not possible to change the basis
of the fermions in the Yukawa sector of the SM without changing it in the whole SM. Therefore,
it is necessary to switch from the fermions’ flavor basis into their mass basis in the entire SM
simultaneously. The consequences of this will be discussed in the next section.

2.1.4 Flavor Violation in the Quark Sector and Absence of Lepton-Flavor-
Violating Processes in the Standard Model

Fermions appear twice in the SM, once in the Yukawa couplings LYuk and once in LF given in
equation 2.6. As the effects of the change of the fermions’ basis on LYuk were already discussed in
detail in the previous section there is with LF only one place left to enforce this change of basis.
Carrying out the change of basis in LF yields

LF =i
(

¯̂
ψνlLU

lL ,
¯̂
ψlLU

lL
)
/D

((
U lL
)†
ψ̂νlL(

U lL
)†
ψ̂lL

)
+ i

¯̂
ψlRU

lR /D
(
U lR

)†
ψ̂lR

+ i
(

¯̂
ψuLU

uL ,
¯̂
ψdLU

dL
)
/D

(
(UuL)† ψ̂uL(
UdL

)†
ψ̂dL

)

+ i
¯̂
ψuRU

uR /D (UuR)† ψ̂uR + i
¯̂
ψdRU

dR /D
(
UdR

)†
ψ̂dR .

(2.27)

Here, it is worth stressing once more that the neutrinos are transformed with the same matrix
as the charged leptons, which is possible in the approximation of mass degenerate neutrinos as
discussed in the previous section.
Equation 2.27 can be simplified easily by using the unitarity of the Ufπ matrices and the fact that
/D and Ufπ commute as Ufπ is defined in the flavor space and /D is proportional to the identity in
flavor space. With this in hand it is easy to see that all Ufπ and (Ufπ)† matrices cancel each other
(Ufπ(Ufπ)† = 1) for all terms containing the right-handed fermions’ singlets and for the left-handed
lepton doublet. Applying this to LF yields

LF =i
¯̂
ΨL /DΨ̂L + i

¯̂
ψlR /Dψ̂lR + i

(
¯̂
ψuLU

uL ,
¯̂
ψdLU

dL
)
/D

(
(UuL)† ψ̂uL(
UdL

)†
ψ̂dL

)
+ i

¯̂
ψuR /Dψ̂uR + i

¯̂
ψdR /Dψ̂dR ,

(2.28)

where the notation Ψ̂L =
(
ψ̂νlL , ψ̂lL

)
was introduced. The term for the left-handed quarks was

left untouched. This is due to the fact that the same procedure does not work for the left-handed
quark doublet, as up- and down-type quarks transform with respect to two different matrices Uuπ

and Udπ . The off diagonal elements of /D mix ψ̂uL and ψ̂dL with each other causing bilinear terms
in UuL and UdL . As these matrices are in general not identical and therefore cannot cancel each
other, there will be a residual effect of the change of basis in the quark sector on the off diagonal
elements of /D. The diagonal elements will be left unmodified, as there appears no mixture of UuL

and UdL . The off-diagonal elements in /D are the source of the charged weak current transmitted
by the W± boson exchange. The interaction of the W± bosons with the left-handed quarks is given
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by

LF |Q-W±-Int. = −1
2

(
¯̂
ψuLU

uL ,
¯̂
ψdLU

dL
)
γµ
(

0
√

2gW+
µ√

2gW−µ 0

)(
(UuL)† ψ̂uL(
UdL

)†
ψ̂dL

)
= − 1√

2
g
(

¯̂
ψuLV γ

µW+
µ ψ̂dL +

¯̂
ψdLV

†γµW−µ ψ̂uL

)
, (2.29)

where the Cabibbo-Kobayashi-Maskawa (CKM) [42, 43] matrix V = UuL
(
UdL

)†
was introduced.

The CKM matrix is the only left-over of the change into the fermions mass basis in the entire SM.
There is no prediction of the elements of the CKM matrix by the SM which means that they have
to be determined in experiment. In fact, it is found to be non-diagonal, such that it mixes quarks
of different flavor in the charged weak interaction and therefore, there is no conservation of quark
flavor in the SM.
The equivalent to the CKM matrix in the lepton sector of the SM is the identity matrix, as neutrinos
and charged leptons transform in the SM under the same matrix U . So, there is no mixture of
leptons in the weak interaction and therefore no source of lepton flavor violation due to the change
of the fermions’ basis. In summary, it was possible to remove the lepton flavor violating terms from
the Yukawa interactions by transforming the fermions into their mass basis and this change of basis
did not introduce any lepton flavor violating processes in the SM. So, lepton flavor is conserved in
the SM and any observation of a violation of lepton flavor conservation calls for physics beyond the
SM.

2.2 Lepton-Flavor-Violation in non Standard Model Higgs Boson
Decays

The SM does not allow any LFV processes as shown in section 2.1.4. There is nevertheless a
LFV process known to exist in nature, which is neutrino oscillation [16–18]. Neutrino oscillation
describes the phenomenon that the flavor of a neutrino oscillates during a free propagation in space
meaning that a neutrino created with the flavor of the ith generation at the location A has in
general a non vanishing probability to be measured as a neutrino of the flavor of the jth generation
at the location B (i 6= j and A 6= B). This was experimentally observed e.g. by references [12–15].
Neutrino oscillation is only possible if the masses of the neutrinos are not degenerate meaning that
at lest two of the three known neutrinos must be massive contradicting the assumptions of massless
neutrinos of the SM.
Due to this, lepton flavor cannot be an exact symmetry of nature contradicting the SM prediction.
Many extensions of the SM, like models containing more than one Higgs doublet [19–22] and many
others [23–32], predict LFV processes in the Higgs sector. Specific models are not discussed in
this thesis, as the analysis presented is model independent and a discussion of specific extensions
is beyond the scope of this thesis. This section presents however an effective and therefore model
independent Lagrangian as an extension to the SM that introduces LFV Higgs boson decays and
discusses the indirect limits on LFV Higgs boson decays.

2.2.1 Description of Lepton-Flavor-Violating Higgs Boson Decays

Introducing LFV Higgs boson decays in terms of an effective Lagrangian is done by adding non
flavor diagonal couplings between the Higgs field H and leptons. The Lagrangian for these couplings
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can be written as

LLFV =
cij√

2
H

¯̂
ψliL ψ̂ljR , i 6= j, i, j = 1, 2, 3, (2.30)

where cij is a coupling constant and ψ̂li is the spinor of the charged lepton of generation i with
flavor fi in the mass basis, following the notation from section 2.1. Adding LLFV to LSM does not
change the coupling of the Higgs field to same flavor leptons, as it does not add any flavor diagonal
couplings (i = j), but adds non flavor diagonal couplings that result in LFV decays of the Higgs
boson.
In the SM, it was possible to avoid non flavor diagonal couplings between the Higgs field and
fermions by changing the fermions base from the flavor into the mass basis. This is possible as

the Yukawa couplings introduce the same coupling matrix for the H
¯̂
ψliL ψ̂ljR vertex and v

¯̂
ψliL ψ̂ljR

vertex defining the mass basis, which guarantees that the mass basis diagonalizes the Higgs boson
to fermion couplings in flavor space. Please note that the additional terms introduced with LLFV

modify only the vertex describing Higgs boson lepton coupling and not the leptons’ mass terms.
This makes it in general impossible to remove the LFV terms introduced by LLFV with a change
of the fermions’ basis, as it is done in the SM, which means that LLFV introduces LFV decays of
the Higgs boson.

2.2.2 Indirect Limits on Lepton-Flavor-Violating Higgs Boson Decays

Adding a non flavor diagonal coupling between the Higgs boson and leptons has in general more
implications than causing LFV Higgs boson decays. The non flavor diagonal couplings will appear
for example in higher order corrections in processes containing leptons and change, in absence of
cancellations, the rate of the process compared to the SM prediction. Precision measurements of
suitable processes allow therefore to infer limits on the non flavor diagonal couplings and thus on
the branching ratio of a LFV Higgs boson decay.

μ μ μ
e

H

γ

Figure 2.3: Example of the contribution of the LFV Higgs coupling Hµe (red dot) to the process
µ→ eγ. Null searches for this process allow to infer limits on Br(H → µe).

Sensitive processes for constraining non flavor diagonal couplings are for example null searches for
µ→ eγ [44], τ → eγ and τ → µγ [45,46]. Figure 2.3 shows a contribution of a LFV Higgs coupling
to the process µ → eγ. References [33] and [34] combine the results of those null searches with
other sensitive low energy measurements to calculate limits on the couplings cij of equation 2.30
and therefore on the branching ratio of LFV Higgs boson decays. The null searches for µ → eγ
constrain the branching ratio to Br(H → µe) < O(10−8) leaving, in the absence of cancellations,
no hope for observing this decay at the LHC. The constraints on H → τµ and H → τe are less
restrictive. They can have individually a branching ratio of up to O(10%), but the strong limit
on µ → eγ does not allow them to be large simultaneously. This means that either H → τµ or
H → τe, but not both simultaneously, can have a branching ratio of up to O(10%) which is, if
realized by nature, well observable at the LHC.
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2.3 Phenomenology of the Higgs Boson

There is one unambiguous footprint of the Higgs mechanism in the SM which is the existence of
the Higgs boson. Given the mass of the Higgs boson the SM predicts all properties of its Higgs
boson. Measuring the properties of the Higgs boson candidate at 125 GeV provides therefore a good
possibility to test whether it is in fact the SM Higgs boson, or a Higgs boson of an extended model.
The SM does not allow any LFV decays of the Higgs boson, as seen in section 2.1.4. This means
observing a LFV Higgs boson decay would be a strong evidence that the Higgs boson candidate is
not the SM Higgs boson, but rather the Higgs boson of an extended theory.
This thesis describes the search for LFV decay of the recently discovered Higgs boson candidate.
The modeling of LVF Higgs boson decays assumes that the production mechanisms, rates and
kinematics are as predicted in the SM, but in addition to the SM decays, also LFV decays are
considered. These assumptions are justified, as all measured properties of Higgs boson candidate
are in good agreement with the SM prediction. This section gives therefore first a brief overview of
the main properties of the Higgs boson followed by a description of LFV Higgs decays and finally
a discussion of the experimental discovery of the particle.

2.3.1 Properties of the Higgs Boson

Production of the Higgs Boson

There are four main production processes for the SM Higgs boson at the LHC. Figure 2.4 shows a
leading order Feynman graph for each production process ordered from the largest cross section on
the left to the smallest cross section on the right.

H

g g

(a) ggH

q q

q'' q'
W/ZW/Z

H

(b) VBF

q q

W/Z

H W/Z

(c) WH and ZH

H

t t

tt

g g

(d) ttH

Figure 2.4: Examples for leading order Feynman diagrams of the Higgs boson production at the
LHC. The diagrams are shown in decreasing order with respect to their cross section (left to right).
Please note that the time axis of the shown diagrams runs from bottom to the top and not from
the left to the right as in all other shown Feynman diagrams.

The dominant production mode at the LHC is gluon gluon fusion (ggH), as can be seen in ta-
ble 2.1 that gives the theoretical predicted cross sections for the LHC at a center of mass energy
of
√
s = 8 TeV. Vector boson fusion (VBF) is, at the LHC, the Higgs boson production mode with

the second largest cross section. Although its cross section is more than an order of magnitude
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Production mode ggH VBF WH ZH ttH

Cross section [pb] 19.27 1.58 0.70 0.42 0.13

Table 2.1: Cross sections of different Higgs boson production processes at the LHC with
√
s =

8 TeV assuming a Higgs boson mass of 125 GeV according to references [47,48].

smaller than gluon fusion, VBF is still an important production mode at the LHC, as it offers a
clear signature in the detector. The two scattered quarks in the final state appear as so called
tagging jets in the detector. These tagging jets tend to appear in forward/backward direction with
a large separation in η, and the tagging jet system usually has a large invariant mass. Cutting on
these properties usually increases the signal to background ratio significantly. Therefore, the search
for LFV Higgs boson decays presented in this thesis focuses on the VBF topology.
Higgs strahlung (WH and ZH) has a small cross section compared to VBF with a negligible contri-
bution in the VBF topology, as the only jets present at tree level originate from the decay of the
vector boson. This jet system tends to be more central and less separated in η compared to the
tagging jet system and therefore rarely passes the VBF selection 4. The Higgs boson production
in association with top quarks (ttH) has a small cross section and is, due to this, negligible in this
analysis. This analysis considers therefore only the production modes of ggH and VBF, that have
a comparable contribution to the Higgs boson production in the VBF topology, while neglecting
all other production modes due to their very small contribution.

Decay of the Standard Models Higgs Boson

The SM Higgs Boson couples to all massive particles and is therefore able to decay at tree level in
pairs (particle and anti-particle) of all massive particles. Furthermore, it is able to decay into pairs
of massless particles like gluons or photons in loop induced processes. This allows a wide range of

H → bb WW gg ττ cc ZZ γγ Zγ µµ

BR [%] 57.7 21.5 8.6 6.3 2.9 2.6 0.23 0.15 0.02

Table 2.2: Branching ratio (BR) of the SM Higgs boson for a selection of decays assuming a Higgs
boson mass of 125 GeV according to references [47,48].

possible decays of the SM Higgs boson. The branching ratio of each of these decays depends on the
Higgs boson mass. Table 2.2 gives the branching ratios for a selection of possible decays assuming
a SM Higgs boson with a mass of 125 GeV.
The H → ττ decay channel of the SM Higgs boson is of special interest for this analysis, as it
can produce a very similar final state to the considered LFV Higgs boson decays. Hence, it is an
important background in the search for these LFV Higgs boson decays. The branching ratio of the
H → ττ decay is 6.3 %, but only about 12 % of these decays contribute to a fully leptonic final state
considered in this analysis due to the hadronic decay modes of the τ lepton. The decays H → µµ
and H → ee are strongly suppressed compared to the decay H → ττ , since the Higgs boson favors
heavy fermions in its couplings (as seen in section 2.1.3) and hence in its decays. Their contribution
is therefore negligible within the presented analysis.

4The WH and ZH production modes of the H → τe sample combine for example to a total of 0.083 expected
events in the signal region of the ee final state, where 3.0 and 4.5 events are expected for the ggH and VBF production
mode, respectively.
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Lepton-Flavor-Violating Higgs Boson Decays

There is a total of three different LFV Higgs boson decays5, namely H → τe, H → τµ and
H → µe. As seen in section 2.2.2, there are very strict indirect limits on H → µe, which make
a direct observation of this decay at the LHC very unlikely. The analysis presented in this thesis
focuses therefore on H → τe and H → τµ. Both decays are assumed to have a branching ratio of
1% in all presented figures and in the calculation of the expected event yields throughout the entire
thesis if not stated differently. A branching ratio of 1% is well within the indirect limits presented
in section 2.2.2 and of the same order of magnitude as the best fit value for the branching ratio of
the decay H → τµ measured by the CMS collaboration [35].

H τ+τ-
ντ

νμ
μ-

ντ

νe
e+

H e+(=lH)τ-
ντ

νμ
μ-(=lτ)

Figure 2.5: Comparison of schematic graphs of the SM H → ττ → eµ+ 4ν decay (left) and the
LFV H → τe → eµ+ 2ν decay (right) introducing the labels lH and lτ for the charged leptons in
the LFV Higgs boson decay. Both decays yield a similar final state with an electron, a muon and
missing transverse energy.

Figure 2.5 shows a comparison of schematic graphs of the SM H → ττ decay and the LFV H → τe
decay in the eµ final state. From the experimental point of view both decays produce a very similar
final state in the ATLAS detector, which is an electron, a neutrino and missing transverse energy
(ETmiss) due to the energy carried away by the neutrinos. The τ leptons of both decays are boosted
heavily due to the huge mass difference of the Higgs boson and the τ lepton meaning that the
momenta of all τ leptons’ decay products tend to be parallel to the initial τ leptons’ momenta.
Kinematic properties of the charged leptons allow nevertheless to discriminate between both decays.
It can be seen easily that the two leptons of the SM H → ττ decay share the same kinematic
properties, while the two leptons of the LFV H → τe are fundamentally different: the lepton lH
(here electron or muon) originating directly from the Higgs boson decay receives on average a total
energy corresponding to one half of the Higgs boson mass, while the charged lepton originating from
the τ decay receives on average a total energy of approximately one sixth of the Higgs bosons mass.
This difference in the leptons’ energy yields most likely a measurable difference in the transverse
momenta of both leptons, as the Higgs boson tends to receive a negligible boost in its production.
There is furthermore an angular correlation between lτ and the ETmiss in the LFV Higgs boson
decays, as only the decay branch of lτ includes neutrinos. This, and the tendency of all τ lepton
decay products to be parallel means that the ETmiss tends to be parallel to lτ . This does not hold
true for the SM H → ττ decay, as the total ETmiss of this event is given by the vectorial sum of the
invisible τ decay products of both decay branches. These fundamentally different properties of the
SM H → ττ and the LFV decay are exploited in the analysis presented in this thesis.

2.3.2 Properties of the Discovered Higgs Boson Candidate

ATLAS and CMS announced in July of 2012 the discovery of a new boson in the mass vicinity
of 125 GeV [10, 11]. This boson is a promising candidate for the SM Higgs boson and great effort

5Only considering charged leptons.
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has been put into the determination of its properties. So far, no significant differences between
the Higgs boson candidate’s properties and the SM predictions have been observed. The following
gives a brief overview on the most important measured properties of the Higgs boson candidate.
The SM predicts all properties of its Higgs boson once the mass of the Higgs boson is known yielding
that a precise measurement of the Higgs boson mass is crucial for the investigation of its properties.
The mass been measured in a combined analysis of ATLAS and CMS in [49]. The best-fit mass
value was found to be mH = 125.09± 0.21(stat)± 0.11(syst) GeV.
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Figure 2.6: Best-fit results for signal strength µ of the different production (a) and decay (b)
processes of the Higgs boson candidate normalized to their SM predictions taken from reference [50].

The Higgs boson is the only elementary particle in the SM with spin 0. Hence, the measurement
of its spin quantum number provides a good test for the nature of the candidate. Measurements of
the Higgs boson candidate’s spin have been carried out by ATLAS [51] and CMS [52] favoring the
SM hypothesis of a spin 0 with a positive parity.
The measurement of production and decay rates allow additional test of the Higgs boson candidate.
These measurements were presented recently in reference [50] combining analyses from ATLAS [53]
and CMS [54]. Figure 2.6 shows the best-fit signal strength µ for various production and decay
modes of the Higgs boson candidate normalized to the SM prediction. It can be seen that most
measured properties are individually in good agreement with the SM predictions. Figure 2.6(a)
shows furthermore the best-fit for the global signal strength of the production and decay of the
Higgs boson candidate. This is measured to be µ = 1.09+0.11

−0.10 deviating by less than 1σ from the
SM prediction.
The searches for the decay H → ττ of the ATLAS [37] and CMS [55] collaboration show furthermore
excesses with an observed (expected) significance of 4.4 (3.3) and 3.4 (3.7), respectively. The
observed signal strength of this decay is in good agreement with the predictions of the SM. This
corresponds to the first evidence for the Yukawa coupling of the Higgs boson to fermions.



Chapter 3

ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) [56] experiment is one of the two multi-purpose ex-
periments at the LHC (Large Hadron Collider) [57] at CERN. It is designed to cover a varied
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Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –

Figure 3.1: Sketch of the ATLAS detector taken from reference [56].

physics program ranging from the precise measurement of the properties of the SM, to searches
for physics beyond the SM. Figure 3.1 shows a sketch of the ATLAS detector introducing its three
main components that are nested into each other. The innermost component is the inner detector
that is dedicated to the measurement of the tracks of charged particles. The calorimeters form the
next component providing measurements of the energies of electrons, photons an jets. The muon
system is the most exterior component of the ATLAS detector and is dedicated to the measurement
of muons.
This chapter defines first the coordinate system used in the ATLAS detector, followed by a brief
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description of the three main functional unit of the ATLAS detector. Finally, a short introduction
to the trigger system is given. More detailed information on the ATLAS detector can be found in
reference [56] on which this chapter is based.

3.1 The ATLAS Coordinate System

ATLAS uses a right-handed coordinate system. The origin of the ATLAS coordinate system is set
to the nominal interaction point and the z-axis is defined parallel to the beam direction meaning
that the transverse plane coincides with the plane spanned by the x- and y-axis. Furthermore, the
x-axis is defined by the straight connection of the nominal interaction point and the center of the
LHC ring such that the positive x-axis points towards this center. Finally, the y-axis is selected to
point upwards.
The azimuthal angel φ and the polar angle θ are introduced in the usual way: measured around and
from the z-axis, respectively. The polar angle is used furthermore to calculate the pseudorapidity
η defined by

η = − ln tan
(
θ
2

)
. (3.1)

The distance ∆R in the plane spanned by φ and η is defined as

∆R =
√

∆φ2 + ∆η2. (3.2)

3.2 Inner Detector

The whole inner detector is embedded in the central solenoid creating a magnetic field of 2 T to
bend the trajectories of charged particles. The main purpose of the inner detector is to extract
information on the tracks of charged particles hence providing on one hand a measurement of their
momentum and charge and on the other hand a precise measurement of the primary vertex and
potential secondary vertices. It is composed of the pixel and silicon microstrip trackers and the

2008 JINST 3 S08003

Figure 1.2: Cut-away view of the ATLAS inner detector.

The layout of the Inner Detector (ID) is illustrated in figure 1.2 and detailed in chapter 4. Its
basic parameters are summarised in table 1.2 (also see intrinsic accuracies in table 4.1). The ID is
immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of
5.3 m with a diameter of 2.5 m. The precision tracking detectors (pixels and SCT) cover the region
|h | < 2.5. In the barrel region, they are arranged on concentric cylinders around the beam axis
while in the end-cap regions they are located on disks perpendicular to the beam axis. The highest
granularity is achieved around the vertex region using silicon pixel detectors. The pixel layers are
segmented in R�f and z with typically three pixel layers crossed by each track. All pixel sensors
are identical and have a minimum pixel size in R�f ⇥ z of 50⇥400 µm2. The intrinsic accuracies
in the barrel are 10 µm (R�f ) and 115 µm (z) and in the disks are 10 µm (R�f ) and 115 µm (R).
The pixel detector has approximately 80.4 million readout channels. For the SCT, eight strip layers
(four space points) are crossed by each track. In the barrel region, this detector uses small-angle
(40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer parallel to
the beam direction, measuring R�f . They consist of two 6.4 cm long daisy-chained sensors with
a strip pitch of 80 µm. In the end-cap region, the detectors have a set of strips running radially and
a set of stereo strips at an angle of 40 mrad. The mean pitch of the strips is also approximately
80 µm. The intrinsic accuracies per module in the barrel are 17 µm (R�f ) and 580 µm (z) and in
the disks are 17 µm (R�f ) and 580 µm (R). The total number of readout channels in the SCT is
approximately 6.3 million.

A large number of hits (typically 36 per track) is provided by the 4 mm diameter straw tubes
of the TRT, which enables track-following up to |h | = 2.0. The TRT only provides R�f informa-
tion, for which it has an intrinsic accuracy of 130 µm per straw. In the barrel region, the straws are
parallel to the beam axis and are 144 cm long, with their wires divided into two halves, approxi-
mately at h = 0. In the end-cap region, the 37 cm long straws are arranged radially in wheels. The
total number of TRT readout channels is approximately 351,000.
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Figure 3.2: Sketch of the ATLAS inner detector taken from reference [56].

straw tubes of the Transition Radiation Trackers. The inner detector is constructed such that it
provides the highest granularity in the vicinity of the nominal interaction point. Figure 3.2 shows
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a sketch of the inner detector and its main subsystems.
The pixel and silicon microstrip trackers cover the η-region of |η| < 2.5, while the Transition
Radiation Trackers cover only the η-region of |η| < 2. The required design resolution of the
transverse momentum P T is given by

σ
PT

PT
= 0.05 %× P T ⊕ 1 %, (3.3)

using the uncertainty on the P T measurement denoted σPT . Furthermore, the design resolution of
the impact parameter d0 in the transverse plane is P T and η dependent. It follows the function

σd0 = σd0(∞)×
(

1⊕ Pd0
PT

)
, (3.4)

where σd0(∞) and Pd0 are η dependent constants. They take e.g. the values σd0(∞) = 10µm and
Pd0 = 14 GeV in the η-region of 0.25 < |η| < 0.5.

3.3 Calorimeters

The calorimeters of the ATLAS detector are designed to absorb all detectable particles, except
the muons, to measure their energies and extract information on the absorbed particles from the
position and topology of the energy depositions. The calorimeters cover a η-range of |η| < 4.9 and
can be divided into two functional units: the electromagnetic and hadronic colorimeters. Figure 3.3
shows a sketch of the ATLAS calorimeter system and its placement around the inner detector.
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Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The
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Figure 3.3: Sketch of the ATLAS Calorimeters taken from reference [56].

The electromagnetic calorimeters consist out of lead/liquid-argon (LAr) detectors and are located
around the inner detector. Their main purpose is the precise measurement of electrons and photons.
The accordion geometry of the electromagnetic calorimeters allows a full coverage of the azimuthal
angle φ without having any blind spots, while the fine granularity in the central region allows a
precise measurement of these objects. The electromagnetic calorimeters are designed to allow a
measurement of the energy of the stopped particles in an η-region of |η| < 3.2 with an energy E
resolution of

σE
E = 10 %√

E
⊕ 0.7 %. (3.5)
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The information gathered by the electromagnetic calorimeter in the range of |η| < 2.5 is used by
the trigger system of the ATLAS detector.
The hadronic calorimeters form the second functional layer of the ATLAS calorimeters and are
designed to measure the properties of jets. They make use of two types of detectors. The Tile
calorimeters are sampling calorimeters using scintillating tiles as the active material and steel as
the absorbing material, while the forward and end-cap calorimeters are lead-LAr calorimeters as
the electromagnetic calorimeters. The design energy resolution of the hadronic calorimeters in the
barrel and end-cup is

σE
E = 50 %√

E
⊕ 3 % (3.6)

in the η-range of |η| < 3.2, while the forward calorimeters provide a measurement of the energy in
the range of 3.1 < |η| < 4.9 with a resolution of

σE
E = 100 %√

E
⊕ 10 %. (3.7)

The trigger system makes use of the information of the hadronic calorimeter in the complete
measured η-range.
The resolution of the missing transverse energy ETmiss can be parametrized as a function of the total
transverse energy measured by the calorimeters, denoted by

∑
ET . It is given by

σETmiss
= α×

√∑
ET . (3.8)

The expected values for the constant α range from 0.53 to 0.57.

3.4 Muon System

Muons are the only detectable particles that are capable to pass the calorimeters, hence it is not
possible to measure their energy properly with the calorimeter system. They are therefore measured
in the muon system forming the exterior component of the ATLAS detector. Figure 3.4 shows a
sketch of this muon system.
The muon system extracts the properties of the muons by tracking their trajectories precisely. This
is possible due to the deflection of the muon trajectories in a magnetic field. This magnetic field is
provided by the large superconducting air-core toroid magnets in the η-region of |η| < 1.4 and the
large barrel toroid in the η-region of 1.4 < η < 2.7.
Monitored Drift Tubes provide a precise measurement of the muon tracks in the η-region of |η| < 2.7
(|η| < 2.0 at the innermost layer). Cathode Strip Chambers are additionally used for tracking in
the η-region of 2.0 < |η| < 2.7. Resistive Plate Chambers (|η| < 1.05) and Thin Gap Chambers
(1.05 < |η| < 2.7) are used for triggering and an additional measurement of the muons’ tracks. The
designed resolution of the transverse momentum P T by the muon system is given by

σ
PT

pT
= 10 % (3.9)

for a muon with a P T of 1 TeV. The muon system provides a measurement of the muons in the
η-range of |η| < 2.7 and information from the η-region |η| < 2.4 is used for triggering.
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Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.
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Figure 3.4: Sketch of the ATLAS muon system taken from reference [56].

3.5 Trigger System

The LHC delivers, when running at its design settings, a bunch crossing rate of 40 MHz. In contrast
to this high rate, the ATLAS detector is only capable to write events with a rate of O(100 Hz) to
storage. Therefore, it is important to have an efficient and reliable trigger system that selects events
for recording to ensure that the most interesting (in terms of the intended physical analyses) events
will be recorded. The trigger system [58] of ATLAS detector decides on three consecutive levels if
events are selected for recording. These levels of the trigger system, L1, L2 and event filter, will be
described briefly in the following.
The hardware based trigger L1 makes its decision on keeping an event based on the information of
a subset of the detector systems. It selects events that contain either high transverse momentum
muons, electrons, photons, jets or hadronically decaying τ leptons or events that show a large
missing or total transverse momentum. It defines additionally Regions-of-Interest (RoI) given by
the regions in the η-φ-plane, where its selection process has identified interesting objects and passes
this information to the L2 trigger. The L1 trigger makes that decision in less than 2.5µs and reduces
the rate to approximately 75 kHz.
The L2 trigger and the event filter are, in contrast to L1, software based triggers. The selection
of L2 is based on the RoI selected in L1. It can make use of the full detector information in these
RoIs to decide whether one of the events selected by L1 is kept or discarded by enforcing e.g.
tighter P T -cuts or isolation criteria on the now more precisely measured objects. L2 has an event
processing time of roughly 40 ms and reduces the rate to approximately 3.5 kHz. The event rate is
after L2 low enough to reconstruct the full event in the event filter. This uses then information of
the fully reconstructed event to trim the event rate to a recordable level of 400 Hz, with an average
processing time of 4 s.



Chapter 4

Signal and Background Processes

This chapter introduces the signal and background processes considered in this analysis by explain-
ing how the considered background processes contribute to the background of the analysis and by
explaining their estimates (via MC simulation or via a data driven approach). This analysis is
focused on the VBF topology and therefore accepts only events with at least two jets in the event
selection described in section 5.3. This description of the signal and background processes given in
this chapter is hence focused on processes that include already two particles in the final state that
can be detected as jets. The given Feynman diagrams are examples for possible contributions to
a given background illustrating how this background is able to produce a similar final state as the
signal and do neither demand to give a complete picture of all possible processes contributing to
the background, nor demand to show the diagram with the biggest contribution to the background.

4.1 Signal Processes

The signal samples for the LFV decays of the Higgs boson are produced with NLO accuracy
using the POWHEG [59–62] event generator interfaced with PYTHIA8 [63] to provide the parton
showering, hadronization and the modeling of the underlying event that is simulated using the
AU2 [64] parameter tuning of PYTHIA8. The CT10 [65] parametrization of the parton distribution
functions is used. Additionally, the LFV Higgs boson decays are modeled with EvtGen [66].
These signal samples are inclusive samples meaning that they include all possible decays of the τ
lepton. Their cross section is set for this analysis to 1 % of the cross section of the SM Higgs boson.
This corresponds to assuming a branching ratio of the considered decays of 1 %. Table 4.1 lists all
considered signal processes, the used MC event generators and the assumed cross section and the
number of simulated MC events.

Process Generator Cross section [pb] # simulated events

ggH H → τµ POWHEG + PYTHIA8 + EvtGen 0.1927 250000

VBF H → τµ POWHEG + PYTHIA8 + EvtGen 0.01578 250000

ggH H → τe POWHEG + PYTHIA8 + EvtGen 0.1927 250000

VBF H → τe POWHEG + PYTHIA8 + EvtGen 0.01578 250000

Table 4.1: List of the used signal samples, the used MC generators, the assumed cross section
and the number (#) of simulated events. The cross section corresponds to a branching ratio of 1 %
for the considered decays of a Higgs boson with a mass of 125 GeV.

30
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This analysis considers only fully leptonic decays of the signal produced in the VBF topology.
Figure 4.1 gives an example of a leading order Feynman diagram of a fully leptonic LFV decay of
the Higgs boson that was produced in the VBF production mode. It shows that the final state
consists of six particles: two opposite charged leptons lH and lτ , two neutrinos ν and two quarks.
The flavor of lH is fixed by the considered decay, while lτ can be either an electron or a muon,
meaning that the signal can produce a final state with two leptons of same or of different flavor.
The reconstructed final state is characterized by two charged leptons of opposite sign, two forward
jets from the scattered quarks and missing transverse energy ETmiss caused by the neutrinos that
cannot be detected directly. The two charged leptons and the ETmiss in the final state have in the
signal process distinct properties, e.g. a strong angular correlation between ETmiss and lτ , that
is used in this analysis to discriminate signal and background. A detailed description of these
properties is given in section 2.3.1.

Figure 4.1: Example of a leading order Feynman diagram of the production and fully leptonic
LFV decay of the Higgs boson produced in the VBF production mode.

The advantage of the restriction of the analysis to the VBF topology is the presence of the two
jets, denoted as the tagging jets, in the final state. The properties of the tagging jets allow to infer
information on the production of the Higgs boson. This additional information is independent of
the information obtained from the decay products of the Higgs boson, allowing for an additional
possibility to discriminate signal and background.
The two tagging jets tend to have a large separation in η and a large invariant mass, as discussed
in section 2.3.1.
The production mode of ggH does not yield any jets in the final state at tree level meaning that
only higher order processes of the gluon fusion will contain the necessary jets to be selected in
the VBF topology. The relative contribution of the ggH production mode is hence suppressed in
the VBF topology. Figure 4.2 gives a possible Feynman diagram that yields a final state in the
detector that is similar to the VBF topology. The additional two jets that are originating from the
two gluons in the given example, will nevertheless differ most likely in their properties from the
tagging-jets in the VBF production mode, since they were produced by a different mechanism.
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Figure 4.2: Example of a higher order Feynman diagram of the production and fully leptonic
LFV decay of the Higgs boson produced in the ggH production mode yielding a similar final state
as the same decay of a Higgs boson that was produced in the VBF production mode.

4.2 Background Processes

All background estimates are based on MC simulations, except the Z → ττ and fake-lepton back-
ground. The fake-lepton background describes the contribution of events that contain at least
one reconstructed lepton (µ or e) that does not correspond to a physical leptons. This section
discusses at first the background taken from MC simulations and gives then an explanation of the
partially data driven estimate of the Z → ττ background and the fully data driven estimate of the
fake-lepton background.

4.2.1 MC Based Background Estimates

This section discusses first why each of the backgrounds obtained from MC calculation contributes
to the background of this analysis. This is followed by an overview on the MC simulations of these
backgrounds.

Top Quark Background

The top quark background1 considers the single top quark production and the top quark pair
production. Both can yield to a final state very similar to the signal. Figure 4.3 shows an example
of a leading order Feynman diagram of the top quark pair production and an example of a next to
leading order Feynman diagram of the single top production in the Wt-channel with fully leptonic
decays of the W± boson. Both yield a final state that is very similar to the signal, as it contains
two leptons of opposite charge, two jets originating from the quarks and gluons in the final state
and missing transverse energy caused by the presence of neutrinos. Both processes can produce two
same flavor of two different flavor leptons, due to the independent decays of the two W± bosons.
It is nevertheless possible to discriminate between the signal and the top quark background. This
background shows in general not the same correlations between ETmiss and the signal which yields
a good separation between signal and background in variables exploiting these correlation, like
the reconstructed Higgs boson mass. Furthermore, the present jets are produced by a different
mechanism in the VBF signal and the top background allowing to separate both by the properties

1Please note: Top is used as abbreviation for the top quark background in the legend of some figures.
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Figure 4.3: Example of Feynman diagrams of the top quark pair (left) and single top quark (right)
production yielding a final state similar to the signal.

of their jets.
The top quark decays furthermore almost exclusively into a b quark and a W boson yielding that
all processes of the top quark background have most likely a b quark in their final state. The signal
does not produce any b quarks at tree level making it very unlikely that a signal event contains
a b quark in its final state. This allows to suppress the contribution of the top quark background
additionally via a veto against b-tagged jets.
It is nevertheless an important background in this analysis, since the identification of the b-jets
has only an efficiency of about 80 % and the background has a large cross section compared to
the signal, which can be seen in table 4.2 and 4.1. This background is normalized to data using
a dedicated control region, if available. Otherwise it is normalized according to the SM prediction
applying systematic uncertainties on the cross section. The data driven normalization procedure
is described in section 7.4.1.

Di-Boson Background WW/WZ/ZZ

This background includes the production of all combinations of two W and Z bosons. Figure 4.4
shows three possible Feynman diagrams that produce a final state that is similar to the final state of
the signal in the VBF production mode. The processes described by the Feynman diagrams given in
figure 4.4 (a) and (c) yield at tree level a final state with two same flavor leptons of opposite charge
and two jets originating from the hadronic decay of the W or Z boson, but no objects that cause
ETmiss. It is nevertheless possible that some ETmiss is associated with them due to a mismeasurement
of ETmiss. The higher order diagram given in 4.4 (b) yields a final state with two jets, two same or
different flavor leptons of opposite charge and missing transverse energy due to the neutrinos.
This discussed diagrams are just a subset of possible diagrams leading to a final state similar
to the one of the VBF signal, but demonstrate nevertheless that the WW/WZ/ZZ background
can produce such a final state with same and different flavor leptons of opposite charge in many
different ways, some with two jets at tree level and some with a physical source for ETmiss. This and
its relatively large cross section makes this background important for the presented analysis.
All processes that contribute to this background have in common that the leptons and ETmiss and
the jets have in general not the same properties as the signal, since they are produced by different
processes. The invariant mass of the jets originating from the decay of a Z or W boson corresponds
to the reconstructed mass of the boson and is therefore relatively small compared to the invariant
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(a) (b) (c)

Figure 4.4: Example of Feynman diagrams of the ZZ (left), WW (middle) and WZ (right)
production yielding a final state similar to the signal.

mass of the two tagging-jets in the VBF signal events. The leptons produced by this process differ
for example in their correlation with ETmiss from the leptons of signal events, since the ETmiss is in
general for the WW/WZ/ZZ processes not strictly linked to one of the leptons, as it is in signal
events. This allows nevertheless to separate this background from the signal.

Z → µµ and Z → ee Background

The Z/γ∗ → ee and Z/γ∗ → µµ backgrounds, that will be denoted as Z → ee and Z → µµ from
here on, are very similar and will be discussed simultaneously. They have by far the largest cross
section from all processes considered in this analysis, as can be seen in table 4.2. They do not

(a) (b)

Figure 4.5: Example of Feynman diagrams of the Z → ee and Z → µµ production associated
with two jets yielding a final state similar to the signal.

contain any jets at tree level, but they have such a large cross section that their production with
two associated partons, leading most likely to two jets in the final state, is O(105) more likely than
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the production of the VBF signal. Figure 4.5 gives two higher order processes yielding a final state
with two same flavor leptons of opposite charge and two jets. The diagram on the left is produced
in a VBF structure analogously to the VBF signal yielding the same kinematics of the jets for both
processes. A process like the one given in the right diagram is however much more likely since it
contains less vertices of the weak interaction, but yields most likely other jet kinematics than the
VBF signal. This background contains up to higher order corrections no physical source of ETmiss,
but a mismeasurement of ETmiss can nevertheless associate a ETmiss for this background.
The Z → ee and Z → µµ background can, in the absence of detector effects, not produce a final
state with exactly two different flavor leptons (= e, µ), while the signal can produce such a final
state. This yields that final states including exactly two different flavor leptons are barely affected
by this large background making them the most promising ones for the search for the signal.
The properties of the leptons, ETmiss and the jets of this background differ nevertheless significantly
from the signal, motivating a search for the signal in the final states with two same flavor leptons
despite the overwhelming size of the Z → ee and Z → µµ background.
The analysis uses additional VBF-filtered samples for these backgrounds as can be seen in table 4.2,
giving the used background MC samples. This is necessary as the acceptance probability for a
Z → ee or Z → µµ event in the VBF topology is relatively small, due to the lack of jets at tree
level, meaning that huge inclusive MC samples would be necessary to guarantee a sufficient modeling
of these backgrounds in the VBF topology. This is avoided by using samples that are filtered at
generator level such that most of the simulated events will most likely pass the VBF selection. An
overlap removal is performed between the regular and the VBF-filtered samples ensuring that no
part of the phase space is considered twice. It was furthermore necessary to apply scale factors
for both backgrounds to absorb a tension between data and MC prediction in the modeling of the
difference in η of the two leading jets. A systematic uncertainty for those scale factors is applied.
The normalization of the Z → ee and Z → µµ background is inferred from dedicated control
regions, if available, and otherwise from the MC prediction. The description of the data driven
normalization is given in section 7.5.1 and 7.5.2.

SM Higgs Background H → ττ

The SM Higgs boson decay in a pair of τ leptons is the smallest considered background with a cross
section of the same order of magnitude as the considered signal. It is nevertheless an important
background, as this background is produced by the exact same production mode as the signal
and decays into a very similar final state. This can be seen in figure 4.6 giving two examples of
Feynman diagrams of the SM Higgs boson production and decay that yield a final state similar to
the VBF signal. Since the production mode of this background and the signal is identical, it is only
possible to discriminate between the two by the properties of their decay. This is possible due to
the different kinematics of both decays that were discussed in detail in section 2.3.1. The different
kinematics can be exploited in the reconstruction of the Higgs boson mass tailored for the LFV
decays of the Higgs boson described in section 7.2.4 allowing the analysis to discriminate between
both decays. The H → ττ background is normalized to the SM prediction.

Overview on MC Simulation Based Backgrounds

Table 4.2 gives an overview on the MC samples that were used for the estimate of the MC based
background estimates. It lists the MC generators used for the simulation of the hard scattering
process and the model used for the simulation of the parton showers. The table lists furthermore the
value for the cross section times the branching ratio and the order of the corresponding perturbative
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Background Sample Generator CS × BR [pb]

Z/γ∗→ ee 60 GeV ≤ mll ≤ 2 TeV; NP = 0 ALPGEN [67] + PYTHIA8 848.4 (848.6) NNLO [68,69]
(Z/γ∗→ µµ) 60 GeV ≤ mll ≤ 2 TeV; NP = 1 207.3 (207.4)

60 GeV ≤ mll ≤ 2 TeV; NP = 2 69.5 (69.5)
60 GeV ≤ mll ≤ 2 TeV; NP = 3 18.5 (18.5)
60 GeV ≤ mll ≤ 2 TeV; NP = 4 4.7 (4.7)
60 GeV ≤ mll ≤ 2 TeV; NP = 5 1.5 (1.5)

10 GeV ≤ mll ≤ 40 GeV; NP = 0 ALPGEN + PYTHIA8 699.7 (726.4) NNLO [68,69]
10 GeV ≤ mll ≤ 40 GeV; NP = 1 51.1 (52.0)
10 GeV ≤ mll ≤ 40 GeV; NP = 2 24.9 (25.4)
10 GeV ≤ mll ≤ 40 GeV; NP = 3 5.8 (5.8)
10 GeV ≤ mll ≤ 40 GeV; NP = 4 1.8 (1.9)

40 GeV ≤ mll ≤ 60 GeV; NP = 0 ALPGEN + PYTHIA8 36.4 (36.7) NNLO [68,69]
40 GeV ≤ mll ≤ 60 GeV; NP = 1 6.4 (6.4)
40 GeV ≤ mll ≤ 60 GeV; NP = 2 2.2 (2.3)
40 GeV ≤ mll ≤ 60 GeV; NP = 3 0.6 (0.6)
40 GeV ≤ mll ≤ 60 GeV; NP = 4 0.2 (0.2)

VBF-filtered; NP = 2 SHERPA [70] 3.8 (1.4) LO [70]
VBF-filtered; NP = 3 2.2 (1.2)
VBF-filtered; NP = 4 0.9 (0.6)
VBF-filtered; NP = 5 0.4 (0.4)

EW SHERPA 0.4 (0.4)

Top-Quark single Top; s-channel; leptonic decay POWHEG [59–62] + PYTHIA8 1.8 NNLO [71]

single Top; t-channel; leptonic decay AcerMC [72] + PYTHIA6 [73] 28.4 NNLO [74]

single Top; Wt-channel POWHEG + PYTHIA8 22.4 NNLO [75]

tt̄ POWHEG + PYTHIA8 129.3 NNLO+NNLL [76–81]

WW/WZ/ZZ ZZ HERWIG [82] 1.6 NLO [83]

WZ HERWIG 6.8 NLO [83]

qq →WW → llνν; NP = 0 ALPGEN + HERWIG 3.0 NLO [83]
qq →WW → llνν; NP = 1 1.5
qq →WW → llνν; NP = 2 0.7
qq →WW → llνν; NP = 3 0.4

qq →WW → qqlν; NP = 0 ALPGEN + HERWIG 12.6 NLO [83]
qq →WW → qqlν; NP = 1 6.3
qq →WW → qqlν; NP = 2 3.0
qq →WW → qqlν; NP = 3 1.7

gg →WW → llνν; NP = 3 GG2WW [84] + HERWIG 0.2 NLO [84]

SM H → ττ ggH (125 GeV): H → ll + 4ν POWHEG +PYTHIA8 0.15 NNLO+NNLL [47,85–93]
VBF (125 GeV): H → ll + 4ν POWHEG +PYTHIA8 0.01 (N)NLO [47,94–96]

Table 4.2: List of the used background samples, the used MC generators, the cross section (CS)
that is multiplied with the corresponding branching ratio (BR) of all non-inclusive samples for
all backgrounds modeled by MC simulations. The variable NP denotes the number of additional
partons that are included in the matrix element used in the MC simulation. Please note that the
Z/γ∗ → ee and Z/γ∗ → µµ backgrounds are listed together. The CR×BR values given in the
brackets correspond to the ones for the Z/γ∗ → µµ background.
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Figure 4.6: Example of a leading order Feynman diagram of the production and fully leptonic
decay of the SM Higgs boson via two τ leptons produced in the VBF production mode (left).
Higher order Feynman graph of the production and fully leptonic decay via two τ leptons of a SM
Higgs boson in association with two gluons (right) yielding a similar final state as the VBF signal
process.

QCD calculation.
The ATLAS detector response [97] is simulated with the GENAT4 program [98]. The underlying
events are simulated using the AU2 [64] parameter tuning of PYTHIA8. Additionally, the CT10 [65]
parametrization of the parton distribution functions is used. It can be seen that the cross section
of most backgrounds is by multiple orders of magnitude larger than the assumed cross section of
the signal processes that were given in table 4.1, foreshadowing the main challenge of this analysis:
the poor signal to background ratio.

4.2.2 Z → ττ Background Estimate

The Z → ττ background is an irreducible background in this search for the LFV decays H → τµ
and H → τe, since a fully leptonic decay of Z → ττ → ll + 4ν (l = µ, e) produces a similar final
state of two leptons (= µ, e) and missing transverse energy in the detector. This can be seen in
figure 4.7 showing two possible Feynman diagrams for this background yielding a final state similar
to the VBF signal. The differences in the kinematic of the leptons and their correlations to ETmiss

exploited e.g. by the mass reconstruction of the Higgs boson allow nevertheless to discriminate well
between signal and this background.
The Z → ττ background is estimated using the mostly data driven embedding procedure. It is
based on Z → µµ data events that are very similar to the Z → ττ events up to small deviations due
to the mass difference of the muon and τ lepton. They can be used as an input for this background
estimate, as they can be selected with a high purity and the selected Z → µµ sample contains
almost no Higgs signal due to the small branching ratio of H → µµ.
This background estimate uses the selected Z → µµ data events, removes the muons from the
event and replaces them with simulated Z → ττ decays creating hence a hybrid event that is
partially obtained from simulation and data. A detailed description of this procedure can be
found in reference [99]. This procedure has two key advantages compared to a classical fully MC
simulation based estimate. The first advantage is that it is less prone to mismodeling, since all
parts of the event not describing the Z → ττ decay are obtained from data. This yields directly
the second advantage given by the fact that this background estimate is affected by less systematic
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Figure 4.7: Two examples of Feynman diagrams of the production and fully leptonic decay of the
Z boson produced in association with jets via two τ leptons. The VBF production process shown
in the left diagram yields a final state very similar to the VBF signal.

uncertainties as most components of the event e.g. jets or pile-up are taken from data and not from
simulation.
This background estimate does not predict the expected event yield and is therefore normalized to
the event yield predicted by the Z → ττ MC samples. The normalization factor N is given by

N =
Event yield embedded sample

Event yield Z → ττ MC sample
. (4.1)

This is done for each considered final state introduced in section 7.3.4 separately after Cut9 of the
basic VBF selection described in section 5.3. The obtained normalization factor for the embedded
sample are listed in table 4.3 for each final state.

Final state Normalization factor

ee 0.192

µµ 0.136

eµ 0.159

µe 0.157

Table 4.3: Normalization factors for the embedded Z → ττ background sample.

4.2.3 Fake-Lepton Estimate

Fake-leptons2 (lepton means here e or µ) are reconstructed leptons that do not correspond to
physical leptons. They arise e.g. from jets that are misidentified as leptons, which happens rarely,
but can nevertheless yield to a significant contribution of the total background given the huge
production rate of jets in the ATLAS experiment. Fake-leptons are a background for this analysis
as they basically add a lepton to an event, making events that have only one physical lepton pass
the event selection. The events with a the fake-lepton can be by chance very signal-like, but this is
not very likely resulting mostly in a small contribution of the fake-lepton background to the total

2Please note: Fake is used as abbreviation for the fake-lepton background in the legend of most figures.
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background. It is nevertheless an important background since it is difficult to model, resulting in
large uncertainties on the modeling that can decrease the sensitivity of the analysis. The modeling of
this backgrounds is very challenging as it is not possible to simulate it at a reasonable precision with
MC simulations, as the low misidentification rate would call for gigantic MC samples. Therefore,
the fake-lepton background is estimated in a fully data driven way.
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Figure 4.8: Illustration of the estimate of the fake-lepton background. BG is used as an abbrevi-
ation for background.

The estimate of the fake-lepton background is a template-based method illustrated in figure 4.8.
It uses two different regions: the signal region and the fake control region. The fake control region
is defined exactly as the signal region, but the isolation requirement for one of the leptons is
reversed yielding that this region is enriched in the fake-leptons that tend to be anti-isolated. The
contribution of the fake background in a given variable X is calculated in to steps.
First, the template for the fake-lepton background is calculated. It is derived in the fake control
region by subtracting all other background estimates from the observed data in the distribution
of the variable X. This template corresponds to the fake-lepton background contribution in the
fake control region in the distribution for the variable X. Now it is assumed that the shape of the
distribution of the fake-lepton background in the variable X is identical in both region, as they
are identical with respect to their kinematics due to the application of the same cuts. Within this
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assumption, it is possible to use the template of the fake-lepton background from the fake control
region to model the shape of the fake-lepton background in the signal region. This means that the
fake-lepton background estimate is fixed up to its normalization.
For the calculation of the normalization it is assumed that the ratio of the event yields of the
fake-lepton background between the signal and fake control region is independent of the applied
event selection and therefore constant in the cut-flow. This means that the normalization of the
fake-lepton background can be calculated by scaling the template with a constant normalization
factor, the so called fake scale factor. This fake scale factor is inferred at an early stage of the cut-
flow utilizing the smaller statistic uncertainties due to the larger event count. At this early stage
the scale factor is variated by a fit in the distribution of a selected variable in the signal region.
Eventually, the fake scale factor is selected that yields the smallest χ2 between the observed date
and the sum of all background estimate in the distribution of a selected variable.
This analysis uses the distribution of variable P Tlτ , described in section 7.2. This variable was
selected as the distribution of the fake-lepton background peaks at small values of this variable and
its contribution decreases rapidly with higher values of this variable yielding stable fit results. A
fake scale factor is derived for each of the final states introduced in section 7.3.4. In the different
flavor final states the scale factor was determined after Cut9 of the basic VBF selection presented in
section 5.3. For the same flavor final states additional requirements had to be introduced in order
to avoid potential effects of a mismodeling of the Z → µµ and Z → ee background on the inferred
fake scale factors. This mismodeling is discussed in more detail in section 7.5.1. The additional
requirements and the derived scale factor are listed in table 4.4 for all considered final states.

Final state Additional cuts Fake scale factor

ee mll > 30 GeV and bTag = 0 0.22± 0.03

µµ mll > 30 GeV and bTag = 0 0.337± 0.017

eµ - 0.208± 0.002

µe - 0.212± 0.002

Table 4.4: Fake scale factors and the additional cuts that were used on top of Cut1 to Cut9 of
section 5.3 for their derivation. The variables used in the additional cuts are given in section 7.2.

Additionally, it was necessary to introduce scale factors for the Z → ee sample in the ee final state
to correct small discrepancies between the background estimates and the the observed data in the
P Tlτ distributions to receive reasonable results for the fake scale factor in this final state. These scale
factors are applied to the Z → ee sample in the ee final state in the entire analysis and a systematic
uncertainty was calculated and considered in the statistical evaluation (see section 8.1.2).



Chapter 5

Physics Object Reconstruction, Used
Triggers and Preselection

This chapter discusses the reconstruction of the physics objects, the used triggers and the preselec-
tion of events. The first section gives a brief overview on the reconstruction of the physics objects
from the recorded response of the ATLAS detector. The next section presents the used triggers
followed by the discussion of the event preselection in the last section.

5.1 Physics Object Reconstruction

This section describes the reconstruction of muons, electrons, jets and missing transverse energy
from the recorded response of the ATLAS detector. The presented analysis uses the same ob-
ject reconstructions as in the fully leptonic channels of the SM H → ττ analysis of the ATLAS
collaboration [37].

5.1.1 Muons

The reconstruction algorithm [100] for the muons uses combined information of the inner detector
and the muon system. This allows to reconstruct muons in the η-range of |η| < 2.5, as the inner
detector covers only this η-range. Muons are furthermore required to have a transverse momentum
of at least 10 GeV1.
Muons are only accepted if they meet requirements on hits in the inner detector to ensure a precise
measurement of the transverse momentum and to reduce the misidentification rate. Additionally,
it is required that the distance in the z-position of the reconstructed vertex and the point of
closest approach of the muons to the beam-line is less than 1 cm to minimize the contribution of
cosmic muons. The reconstruction efficiency of muons fulfilling these criteria is mostly above 95 %.
This can be seen in figure 5.1 showing the muon reconstruction efficiency depending on η. The
muon reconstruction efficiency drops however in the region of η = 0 for data due to limitations
of the detector. This figure shows additionally small discrepancies between observed data and
the MC simulation. Scale factors are applied to correct for them. For more details on the muon
reconstruction see reference [100].

1This PT threshold can be raised depending on the used trigger as described in section 5.2.
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The mass resolution for the Z → µµ resonance was found
to improve when photons from QED final state radiation are
recovered. The FSR recovery allows to recover ≈ 4 % of the
events from the low-mass tail to the peak region, improving
the dimuon mass resolution by ≈ 3 %.
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Appendix A: Results with different reconstruction
“Chains”

This appendix reports the main results obtained with the other
two muon reconstruction software packages used to process
2012 data, Chain 2 and the unified reconstruction programme
Chain-3. Figure 18 shows the efficiency as a function of η
for Chain 2 and Chain 3 and is similar to Fig. 3 for Chain 1.

The efficiency drop that is observed in Chain 1 for CB
muons at |η| ≃ 1.2 is not present in the other two packages
due to the less strict selection on the number of measure-
ments in the MS. These relaxed requirements also improve
the data/MC agreement. In Chain 2 the CB+ST efficiency
is higher than the CB efficiency alone, similarly to Chain 1.
For Chain 3, the distinction between CB and ST muons is not
applicable anymore since a ID-MS combined momentum fit
is performed also in the case of muons that traversed only
one MS chamber, a category that is assigned to ST muons in
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Fig. 18 Muon reconstruction efficiency as a function of η, measured
using Z → µµ events, for muons reconstructed with Chain-2 (top)
and Chain-3 (bottom), for different muon reconstruction types. CaloTag
muons are shown in the region |η| < 0.1, where they are used in physics
analyses. The error bars shown for the efficiencies represent the sta-
tistical uncertainty. The panel at the bottom shows the ratio between
the measured and predicted efficiencies. The error bars show statistical
and systematic uncertainties added in quadrature

Chain 1 and (with some exceptions) in Chain 2. Therefore
only one type of Chain 3 muons is considered, which was
tuned to provide a purity similar to that of the CB muons of
Chain 1.

The momentum resolution of the three chains is very simi-
lar, with Chain 3 having approximately 2 % better resolution
than Chain 1. The data/MC agreement and the amount of
correction applied to the simulation is compatible among the
three packages.

Appendix B: Results on 2011 data

During the 2011 data taking period, the LHC delivered pp
collisions at a center of mass energy of

√
s = 7 TeV. A sam-

ple corresponding to an integrated luminosity of 4.5 fb−1

123

Figure 5.1: Muon efficiency depending on η taken from reference [100]. The muons of this analysis
are reconstructed using the combined algorithm denoted as CB in the legend of the figure.

5.1.2 Electrons

This analysis considers only electrons within the pseudorapidity range of |η| < 2.47. Addition-
ally, electrons are excluded if they were found in the transition region of the end-cap and barrel
calorimeters at 1.37 < |η| < 1.52. The reconstruction of electrons [101] is done in two steps, the
actual electron reconstruction and the electron identification. A detailed description can be found
in reference [101].
The electron reconstruction makes use of information from the inner detector and the electromag-
netic calorimeters. First, clusters in the electromagnetic calorimeters are identified. Then tracks
from the inner detector are associated to these clusters. If multiple tracks are matched to a cluster
the one closest in ∆R is selected, while tracks with hits pixel or silicon microstrip tracker are pri-
oritized. After a successful matching the electron candidate’s energy is calculated from the energy
deposition in the calorimeter and its estimated energy loss.
The electron identification is realized in a cut based selection defining three types of electrons,
loose, medium and tight listed in increasing (decreasing) order of background suppression (identi-
fication efficiency). Background refers here to hadrons misidentified as electrons and non isolated
electrons originating from semi-leptonic decays of heavy-flavor particles. The definitions of these
three electron types can be found in reference [101].
This analyses uses electrons of the type medium with a transverse momentum of at least2 15 GeV.
Combined efficiencies for the reconstruction and identification of electrons depending on η and the
transverse energy ET are given in figure 5.2.

5.1.3 Jets

Jets of this analysis are reconstructed using the anti-kt algorithm [103,104] in the η-range of |η| < 4.5
and a minimal transverse momentum of 20 GeV. The anti-kt clustering algorithm is run with a
radius parameter of R = 0.4 taking topological energy clusters [105] in the calorimeters as an input.

2This PT threshold can be raised depending on the used trigger as described in section 5.2.
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Figure 5.2: Combined reconstruction and identification efficiency for electrons depending on η
(left) and ET (right) taken from reference [102].

A requirement on the jet-vertex-fraction (JVF) of central jets (|η| < 2.4) is introduced to reduce
the contribution of jets originating from additional interactions. The JVF quantifies the likelihood
of a jet originating from the primary vertex. It is calculated using the the transverse momenta of
the tracks associated to the jet and is defined as

JFV =

∑
P T (tracks pointing towards primary vertex)∑

P T (all tracks)
. (5.1)

Central jets with P T < 50 GeV are only considered if their JVF is larger than 50 %. This addi-
tional requirement is introduced to suppress the contributions of jets that originate from additional
interactions happening simultaneously to the considered event.

5.1.4 Missing Transverse Energy

The ATLAS detector is not able to detect neutrinos directly, as they escape the detector without
interacting with it. It is nevertheless possible to infer some information on the neutrinos from
the properties of all other measured particles, as the protons in the initial state do not have any
momentum perpendicular to the beam axis meaning that the initial transverse momentum is zero.
This allows to infer information on the neutrinos from the vectorial sum of the transverse momenta
of all particles in the final state. The negative of this vectorial sum, denoted as the missing
transverse energy ~ETmiss [106], corresponds in the absence of mismeasurements to the vectorial sum
of the transverse momenta of the neutrinos.
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The absolute value of ~ETmiss is defined as

ETmiss =

√(
ETmiss, x

)2
+
(
ETmiss, y

)2
, (5.2)

using the components of the missing transverse energy in in x and y direction denoted by ETmiss, x

and ETmiss, y. These x- and y-components are calculated using the contributions to ETmiss of all recon-
structed physics objects (jets, e, µ, τhad and γ) and the soft energy depositions in the calorimeters,
denoted by soft terms, that are not associated to an identified physics object by

ETmiss, x(y) = ET, jets
miss, x(y) + ET, emiss, x(y) + ET, µmiss, x(y) + ET, τhadmiss, x(y) + ET, γmiss, x(y) + ET, soft terms

miss, x(y) . (5.3)

Furthermore, the individual contributions (cont = jets, e, µ, τhad, γ and soft terms) are calculated
by

ET, cont
miss, x(y) = −

∑
ET, cont

x(y) . (5.4)

Pile-up has a large influence on the measurement of ETmiss. This influence is caused mainly by the
soft terms, hence it has to be corrected to limit the effects of pile-up on the ETmiss measurement. A
soft term vertex fraction (STVF) is defined in analogy to the JFV given in equation 5.1 and the con-
tributions to ETmiss is scaled by the STVF to correct for the influence of pileup to this term. Figure
5.3 shows the resolution of ETmiss depending on the total transverse momentum without a pile-up
suppression and for multiple methods. It can be seen that the usage of the STVF suppression
method improves the resolution of ETmiss significantly. A detailed description of the measurement
of the missing transverse energy and its performance can be found in reference [106].
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5.1.5 Overlap Removal Between Leptons and Jets

It is possible that one physics object is reconstructed twice meaning that it can happen that e.g
a physical electron is reconstructed as an electron and a jet. Therefore it is necessary to perform
an overlap removal to avoid this double counting. Two objects are considered to be overlapping if
they point towards the same energy deposition in the calorimeter with a smaller separation than
∆R < 0.2. The overlap removal of jets and leptons selects a object according to the following order
of priority (highest to lowest): muons electrons and jet candidates.

5.2 Used Triggers

This analysis makes use of the same triggers as the SM H → ττ analysis of ATLAS [37] in its fully
leptonic channels.

Leptons in P T requirement offline
final state Trigger trigger P T requirements

1 e + 1 µ EF e12Tvh medium1 mu8 P Te > 12 GeV P Te > 15 GeV
P Tµ > 8 GeV P Tµ > 10 GeV

EF e24vhi medium1 P Te > 24 GeV P Te > 26 GeV

EF e60 medium1 P Te > 60 GeV -

2 µ EF mu18 tight mu8 EFFS P Tµ1 > 18 GeV P Tµ1 > 20 GeV

P Tµ2 > 8 GeV P Tµ2 > 10 GeV

2 e EF 2e12Tvh loose1 P Te1 > 12 GeV P Te1 > 15 GeV
P Te2 > 12 GeV P Te2 > 15 GeV

EF e24vhi medium1 P Te > 24 GeV P Te > 26 GeV

EF e60 medium1 P Te > 60 GeV -

Table 5.1: List of used triggers, their P T requirements and the offline P T requirements.

The used triggers are shown in table 5.1 depending on the lepton content of the final state. All listed
triggers in a given final state are combined with a logical OR meaning that an event is accepted if
at least one of the triggers has fired. Additionally, a trigger matching procedure is applied ensuring
that the event contains, after object reconstruction, a physics object corresponding to the one that
caused the trigger to fire. Furthermore, the minimum P T threshold of the leptons is increased such
that they are larger than the minimal P T requirements of the trigger, if the trigger was found to
cause issues for the analysis due to turn-on effects. The raised (offline) P T thresholds are listed in
the last column of table 5.1.
Three different triggers are used for final states containing an electron and a muon in the final
state: one di-lepton trigger asking for an electron of P T > 12 GeV and a muon od P T > 8 GeV and
two single electron triggers asking for electrons with P T > 24 GeV and P T > 60 GeV. This triggers
with the higher P T thresholds are introduced to compensate the efficiency loss of the trigger with
a smaller P T threshold.
It was found to be sufficient to use only one trigger for the final states containing two muons. This
trigger is a di-muon trigger asking for two muons of P T > 18 GeV and P T > 8 GeV.
Events containing two electrons in the final state are selected based on the decision of three different
triggers. These triggers are one di-electron trigger asking for two electrons fulfilling P T > 12 GeV
and two single electron triggers asking for one electron with P T > 24 GeV or P T > 60 GeV.
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5.3 Basic Selection of the Vector Boson Fusion Topology

This chapter explains the cuts defining the basic VBF topology used in this analysis. All cuts
shown in this section are implicitly applied in all following chapters. Table 5.2 lists all cuts and

cut name cut value applied to data applied to MC

Cut1 Good Runs List flag YES NO
Cut2 Primary Vertex nTracks > 3 YES YES
Cut3 Jet Cleaning flag YES YES
Cut4 Hot Cell Veto flag YES NO
Cut5 LAR Error flag YES NO
Cut6 No Tau nτ = 0 YES YES
Cut7 Dilepton nlepton = 2 YES YES
Cut8 Trigger flag YES YES
Cut9 Trigger Matching depending on trigger YES YES
Cut10 Number Jets nJets > 1 YES YES
Cut11 PT Jet 1 PTJet1 > 40 GeV YES YES
Cut12 PT Jet 2 PTJet2 > 30 GeV YES YES
Cut13 ∆η Tagging Jets ∆ηJet1,Jet2 > 2.2 YES YES

Table 5.2: List of cuts applied in the basic VBF selection. An event is kept if all criteria stated
in the cut value column are met.

states whether they are applied on data and MC. The cuts can be classified into four different
groups using the intended purpose of the cuts .
Cut1 to Cut5 form the first group including all cuts that are applied to ensure data quality. Cut1
checks if all subsystems of the ATLAS detector were working correctly during the events recording
accepting only events whose luminosity block is part of the Good Runs List provided by the official
Data Preparation Group. Events with four or more tracks pointing toward the primary vertex pass
Cut2 suppressing events consisting mainly of pile-up. Cut3 rejects events containing bad jets. Jets
are classified as bad jets if they are not originating from a real energy deposition in the calorimeters.
Bad jets can be caused by hardware problems, cosmical rays or beam conditions. Cut4 removes
events that contain at least one jet pointing toward a malfunctioning, so called hot, calorimeter cell,
if the jet gained a significant amount of its energy from that cell. Additionally, events are rejected
in Cut5, if an LAr error is detected during the recording of an event.
The second group of cuts is formed by Cut6 and Cut7. These cuts define the fully leptonic final
state. Cut6 vetoes all events with a reconstructed hadronic τ lepton decay. This cut is used to
ensure orthogonality of this analysis to the analyses considering hadronic decays of the τ lepton.
Cut7 demands exactly two isolated leptons (here µ or e) of opposite charge in the final state.
Cut8 and Cut9 are both trigger related cuts. Cut8 ensures that one of the triggers used in the
analysis has fired and therefore accepted the event. The triggers used in this analysis are discussed
in section 5.2. The trigger matching of Cut9 ensures that the P T of the object firing the trigger
is sufficiently larger than the P T threshold of the used trigger ensuring that the analysis is not
affected by turn-on effects of the trigger. It ensures additionally that the event contains an object
corresponding to the one that fired the trigger.
The VBF cuts are given by Cut10 to Cut13 selecting the VBF topology. These cuts exploit the
signature of the signal produced in the VBF production mode in the detector, which is the presence
of the tagging jets, as discussed in section 2.3.1. The first of the VBF cuts, Cut10, neglects therefore
all events with less than two jets. This spares most of the signal produced in the VBF production
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mode, as can be seen in figure 5.4 showing the jet multiplicity. The transverse momentum (P T )
spectra of the jets leading and sub-leading in P T is shown in figure 5.5. The VBF signal tends
to prefer larger values of P T than most of the backgrounds. This motivates Cut11 and Cut12
demanding the transversal momentum of the leading and sub-leading jet to fulfill P Tj1 > 40 GeV

and P Tj2 > 30 GeV, respectively. The η separation ∆ηjj of the two jets leading in P T is shown
in figure 5.6. The given distributions indicate that the signal prefers large values of ∆ηjj for the
VBF production mode, while all other shown processes prefer smaller values. Therefore, Cut13
is introduced demanding ∆ηjj > 2.2. The same VBF cuts were used in the H → ττ analysis of
ATLAS [37] as a definition of the VBF topology.

Cut9 Cut10 Cut11 Cut12 Cut13

Z → µµ 9361682± 5332.3 1318378± 1171.0 699710± 684.8 447354± 497.1 117391± 229.0
Z → ee 6256001± 4280.6 796290± 901.8 476743± 549.7 282611± 406.1 75435± 182.9

Top quark 137513± 198.5 122904± 184.5 115842± 178.5 100500± 165.2 20279± 74.9
WW/WZ/ZZ 46753± 111.6 19711± 68.0 15418± 59.9 10380± 49.2 1967± 22.0

Fake 150986± 340.6 34225± 142.1 19232± 107.1 11147± 84.1 3539± 43.0
Z → ττ (EMB) 178279± 113.5 25138± 45.6 15371± 37.0 9623± 29.7 2582± 15.1
VBF H → ττ 44± 0.1 35± 0.1 32± 0.1 25± 0.1 21± 0.1
ggH H → ττ 456± 1.4 122± 0.7 79± 0.6 51± 0.5 19± 0.3

VBF H → τµ 39± 0.2 30± 0.2 27± 0.2 21± 0.2 18± 0.2
ggH H → τµ 416± 2.6 121± 1.4 80± 1.1 48± 0.9 17± 0.5
VBF H → τe 37± 0.2 28± 0.2 26± 0.2 20± 0.2 17± 0.1
ggH H → τe 405± 2.5 115± 1.3 75± 1.1 44± 0.8 17± 0.5

Sum H → τµ 455± 2.6 151± 1.4 107± 1.2 69± 0.9 35± 0.6
Sum H → τe 441± 2.5 143± 1.4 101± 1.1 64± 0.8 34± 0.5

Sum BG 16131714± 6851.1 2316802± 1498.4 1342428± 905.2 861690± 670.6 221233± 306.7
obs. data 16884410± 4302.3 2415566± 1554.2 1382108± 1175.6 858921± 926.8 236210± 486.0

Sig/BG ∼ 3× 10−5 ∼ 6× 10−5 ∼ 8× 10−5 ∼ 8× 10−5 ∼ 1.5× 10−4

Table 5.3: Expected event yields and observed (obs.) data after enforcing the stated cuts and
all cuts with a smaller number. The last line shows additionally the signal over background ration
(Sig/BG). Please note that the dominant backgrounds Z → µµ, Z → ee and the top quark back-
ground are not normalized to data, hence the discrepancy between observed data and and the sum
of the background (BG). The stated uncertainties correspond only to the statistical uncertainties.

The event yields after Cut9 to Cut13 are shown in figure 5.3. It can be seen that the VBF cuts
reduce the expected background significantly. Only 1.4 % of the background events present after
Cut9 pass Cut10 to Cut13. However, most of the signal (∼ 95 %) produced in the ggH production
process and bout 55 % of the signal produced in the VBF production mode is lost as well. The
overall signal to background ratio is nevertheless improved by a factor of roughly 5 without cutting
on a variable that is sensitive to the decay of the Higgs boson.
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Figure 5.4: The distribution of the number of jets nJets is shown on the top after applying Cut9.
The same distribution is shown normalized to unity in the bottom. The H → τe signal is not shown
in the normalized plots since it has the same shape in this distribution as the H → τµ signal.
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Figure 5.5: The left hand side shows distributions of the transverse momentum P T of the jet
leading (top) and sub-leading (bottom) in P T after Cut10. The plots on the right hand side show
the same distributions normalized to unity of some selected processes. The H → τe signal is not
shown in the normalized plots since it has the same shape in the distribution as the H → τµ signal.
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Figure 5.6: Distribution of the η separation ∆ηjj of the two jets leading in P T after Cut10 on
the top. The same distribution is shown normalized to unity in the bottom. The H → τe signal is
not shown in the normalized plots since it has the same shape in this distribution as the H → τµ
signal.



Chapter 6

Lepton Labeling

This chapter describes the lepton labeling used in this analysis starting with the motivation. This is
followed by a section discussing the underlying distributions and a section describing the procedure.
Finally, the last section gives a description of the chosen lepton labeling as applied in the analysis.
The lepton labeling is done after the basic VBF selection described in section 5.3. All shown
distributions and presented results in this chapter are produced using the cuts of the basic VBF
selection.

6.1 Motivation for Lepton Labeling

The LFV Higgs boson decays H → τµ and H → τe considered in this thesis contain two charged
leptons1 in the fully leptonic final state. These charged leptons can be two electrons, two muons or
an electron and a muon. The two charged leptons differ in their kinematic properties due to their
different origins, as seen in section 2.3.1. One of the leptons, lH , originates directly from the Higgs
boson decay, while the other lepton, lτ , originates from the decay of the τ lepton, as illustrated in
figure 6.1. The leptons lH and lτ can both be electrons or muons depending on the decay channel

H lH
+τ-

ντ

νlτ
lτ
-

Figure 6.1: Systematical graph of an LFV Higgs boson decay illustrating the naming convention
for the lepton originating from the Higgs boson decay lH (lH = e, µ) and the lepton lτ (lτ = e, µ)
originating from the decay of the τ lepton.

and final state.
Since lτ and lH differ significantly in their kinematic properties, it is important to identify them
correctly in data. This identification of lτ and lH is called lepton labeling throughout this thesis to
avoid confusion with the lepton identification in the event reconstruction.
Labeling the leptons properly is important for two reasons: First of all, it allows a better mass

1charged leptons refer here only electron and muon.

51



52 6 Lepton Labeling

reconstruction since the angular correlation of lτ and Emiss
T , caused by the energy carried away

by the neutrinos, can be exploited. Furthermore, the kinematic differences between the leptons
allow to separate the LFV signal from background processes like H → ττ and Z → ττ , since these
processes do not show on average such strong differences in their leptons’ kinematics.

6.2 Underlying Distributions

The label of a lepton is neither depending on the lepton’s flavor (muon or electron) nor on its
charge, as it only gives information about the lepton’s origin. Due to this, it is necessary to use
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Figure 6.2: Figure (a) shows an illustration of the angles ∆φlτ and ∆φlH between ETmiss and
the corresponding lepton in the transversal plane. Figure (b) and (c) show the distribution of the
H → τµ MC sample using truth information on the leptons origin for a wrong and right labeling
in (b) and (c), respectively. The color code gives the percentage of events in each bin of the total
amount of events.

variables in the labeling that are sensitive on the lepton’s origin. Such variables are, for the signal
studied in this analysis, the transverse momentum P T of the leptons and the angle ∆φ in the
plane transverse to the beam axis between the lepton and ~ETmiss, as lH receives on average a larger
transverse momentum than lτ , while ∆φτ tends to be smaller than ∆φH . The definition of ∆φlτ
and ∆φlH is illustrated in figure 6.2(a). Assuming the decay of a Higgs boson that does not have
any transverse momentum itself and a perfect measurement of the neutrinos’ transverse momentum
by ETmiss as well as a perfectly fulfilled collinear approximation would yield ∆φτ = 0 and ∆φH = π.
The absolute value of P TlH and P Tlτ is affected by a boost of the Higgs boson smearing the leptons

P T distributions. The measurement of ∆φlτ and ∆φlH is affected by the poor resolution of the
ETmiss limiting their discriminating power. Therefore, the lepton labeling selected in this analysis
makes only use of the difference of ∆φ and P T of the leptons, as a boost or a mismeasurement of
ETmiss affects both leptons in an event partially canceling their effects.
There are two possibilities to assign the labels lτ and lH to the two charged lepton is the final state.
The right labeling gives the lepton originating from the Higgs boson decay the label lH and the
lepton originating from the decay of the τ lepton the label lτ , while the wrong labeling swaps the
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labels.
Figure 6.2(b) and 6.2(c) show the distribution of the H → τµ MC sample in the |∆φlH |−|∆φlτ | vs.
P TlH −P

T
lτ

plane for wrong and right labeling, respectively, using truth information2 on the leptons’

origin. The lepton originating from the Higgs boson decay tends to have a larger P T and ∆φ than
the lepton originating from the τ lepton decay. Due to this the distribution with the right labeling
favors the upper right corner of the |∆φlH |− |∆φlτ | vs. P TlH −P

T
lτ

plane, while the distribution with
the wrong labeling prefers the lower left corner.

6.3 Lepton Labeling Procedure

The goal of the lepton labeling is to distribute the labels among the two leptons in the final state
as correctly as possible, while ensuring that the procedure assigns the lepton labels in each event
to avoid a loss of events due to the neglect of events that can not be labeled. The selected lepton
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Figure 6.3: Figure (a) and (b) give an illustration of the selection of the lepton label and the
optimization of the lepton labeling, respectively. The blue line represents fLimit at a tested value
a, while the dots represent the two possible labelings. The green dot displays the selected labeling.

labeling of this analysis follows a simple procedure: a linear function fLimit is defined as

fLimit (|∆φlH | − |∆φlτ |) = −a (|∆φlH | − |∆φlτ |) , (6.1)

using a as a parametrization of the slope. The first possible labeling is tested by checking if the
requirement of

fLimit (|∆φlH | − |∆φlτ |) > P TlH − P
T
lτ

∣∣∣∣
First possible labeling

(6.2)

is met by this labeling for a given a. This first possible labeling is selected as the final labeling, if
the statement in equation (6.2) evaluates as true, else the second possible labeling is selected as the
final labeling3. This is justified by the fact that distribution of the right labeling prefers the upper

2MC samples contain information on the origin of each particle of the event allowing to infer the true origin of
the leptons. The term truth information refers to accessing these information.

3This procedure is technically speaking not well defined for all labels that fulfill the equation
fLimit (|∆φlH | − |∆φlτ |) = PTlH − PTlτ . In this case both labeling options lie exactly on top of fLimit making it
impossible to discriminate between the two labeling options using this procedure. The default selection for this case
is the second tested labeling option, which corresponds to the assignment of a random label. However, this case is
highly unlikely, as the numerical values used in the calculation have a high precision.
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right corner in the |∆φlτ | vs. P TlH − P
T
lτ

plane, as seen in figure 6.2(c). Figure 6.3(a) illustrates the
procedure of the selection of the labeling. The two dots correspond to to labeling options and the
blue line to fLimit. The labeling lying above the blue line (green dot) is selected as the final label.
This procedure is done for a range of possible values of a. The matching ratio rm, that gives the
fraction of the correctly labeled events from the total number of events, is calculated for each value
of a and that with the best matching ratio is selected. This variation of a corresponds to a variation
of the slope of fLimit illustrated in 6.3(b).
Multiple functions for fLimit have been tested and none of them performed better than the one
presented in this section. Additionally, a Fisher discriminant was calculated using the the P T

and ∆φ of the leptons individually resulting in the same matching percentage as the presented
procedure. The presented procedure was selected over the Fisher discriminate due to its simplicity.

6.4 Selected Lepton Labeling

The lepton labeling was optimized for each considered production mode (ggH and VBF) and each
signal (H → τµ and H → τe) separately. The parameter a is scanned in the interval of [0, 200] with

MC sample best a rm at best a rm at selected a = 92.5

VBF H → τµ 103 0.917± 0.008 0.916± 0.008

VBF H → τe 82 0.913± 0.008 0.911± 0.008

ggH H → τµ 46 0.908± 0.028 0.901± 0.028

ggH H → τe 53 0.879± 0.028 0.876± 0.028

Table 6.1: This table gives the best value of the parameter a and the matching ratio rm for the
best a and for the selected a. The given uncertainties on rm are statistical nature.

an increment of 1 and in the range of [200, 2000] with an increment of 5. It is not possible to have
a different labeling for each production mode and each signal, since the labeling has to be applied
for data as well, for which the production mode and signal process is not known. Therefore, one
common value for a has to be selected. As this thesis focuses on the VBF topology, the mean of the
best a-values in the VBF topology was selected, corresponding to a = 92.5. Table 6.1 gives the best
a-value, the matching ratio rm at the best a-value and the matching ratio at the selected a-value.
It can be seen that the best matching ratio at the selected a-value is not far off the matching ratio
at the best a-value. This is due to the fact that the matching ratio is distributed relatively flatly
in the vicinity of the selected a, as can be seen exemplary in figure 6.4(a) showing the matching
ratio depending on the parameter a for the H → τµ sample in the VBF production mode. Figure
6.4(b) shows fLimit using the selected value of a = 92.5 on top of the previously shown distribution
of the right labeling using truth information.



6.4 Selected Lepton Labeling 55

a
0 20 40 60 80 100 120 140 160 180 200 220

m
at

ch
in

g 
ra

tio

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

all tested a

selected a

best a

VBF_TauMu

(a) matching ratio depending on a for the H → τµ
sample in the VBF production mode

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

τl
φ∆ ­ 

Hl
φ∆

­3 ­2 ­1 0 1 2 3

 [
G

e
V

]
τlT

 ­
 P

HlT
P

­200

­150

­100

­50

0

50

100

150

200

Right LabelingRight Labeling

(b) illustration of fLimit with the selected a for the
H → τµ sample in the VBF production mode

Figure 6.4: Figure (a) shows the matching ratio for a range of tested a-values. The red dot
corresponds to matching ratio of the best a-value and the green dot to the matching ratio at the
selected a. Figure (b) shows the fLimit with the selected value of a represented by the red line on
top of the leptons distribution with the right labeling using truth information.



Chapter 7

Final Event Selection Using BDTs

This chapter describes the final event selection. First an introduction on Boosted Decision Trees
(BDT) [107–109] is given. This is followed by a section introducing the variables used in the
analysis. The third section discusses the general analysis strategy that is used for the analysis of
all final states. Finally, the last two sections present the analysis of the different and same flavor
final states.

7.1 Boosted Decision Trees

BDTs are a widely used multivariate analysis tool in particle physics, as they are relatively easy
to understand and therefore to control, and robust against both, statistical fluctuations and small
changes in their settings. The presented analysis is based heavily on BDTs exploiting their ability
to separate a small signal from a large background.
Like most multivariate analysis methods, a BDT evaluates how signal- or background-like an event
appears to be, based on all information of a given set of variables. This distinguishes multivariate
analysis methods from a traditionally cut-based analysis, where events are classified as signal- or
background-like, based on the information of one variable at a time. Evaluating the information
of the whole set of given variables simultaneously gives a multivariate analysis tool, like a BDT,
the possibility to identify an event as signal even if it behaves very background-like in one variable,
while it behaves signal-like in all other variables. Such an event would be classified as background
and would consequently be rejected in a cut based analysis, since here an event is rejected if it
was classified as background in one variable. Considering the whole set of variables simultaneously
allows a BDT additionally to utilize correlations in the set of given variables. This is a big advantage
of multivariate analysis over a cut-based analysis, especially when signal and background show
similar distributions in a set of variables, but differ significantly in their correlations.
This section introduces briefly the concept of a BDT, followed by a discussion of the selected settings
of the BDTs used in this analysis.

7.1.1 Introduction to Boosted Decision Trees

This analysis uses the implementation of BDTs in the TMVA framework [110]. A detailed report
on the BDTs in the TMVA framework can be found in reference [110].

56
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Decision Tree

A decision tree is a binary classifier that divides the parameter-space spanned by the set of input
variables xi into multiple regions and finally evaluates whether an event is signal- or background-
like depending on the parameter-space region it is contained in. In the language of TMVA the
parameter-space regions are called nodes.
Each decision tree has to be trained with a test sample and can afterwards be used for classification.
During the training, the parameter-space is divided consecutively into subspaces using a training
signal sample and background sample of same size1. All variables xi are scanned for a threshold
value xti that divides the initial parameter-space in two sub spaces in such a way that one of the
subspaces is as pure as possible with respect to the contribution of signal and background test
events, according to the selected separation criterion for node-splitting. Eventually, the xt,best

i

is selected from the set of all xti that creates, after splitting the initial parameter at xt,best
i , the

purest subspace. This xt,best
i is used for splitting the initial parameter-space for the first time. The

procedure is repeated on the newly formed subspaces until a stopping requirement is met. Such
stopping criteria can be for example the amount of events that are left in a parameter-space region,
or the number of consecutive splits that have been performed, the so-called depth of the decision
tree.
After the splitting procedure is completed, each parameter-space region is classified as signal or
background depending on the content of the training samples in the region. A region is classified
as signal if the weighted sum of all events originating from the signal training sample is larger than
the weighted sum of the events originating from background training sample in that specific region.
The training of the decision trees is finished after the classification of the parameter-space region.
An event is classified simply by evaluating in which parameter-space region it is contained. Due to
this, a decision tree classifies an event discretely as either signal or background, but is not able to
give feedback on the accuracy of this classification in terms of how signal- or background-like an
event is. A graphical representation of a decision tree is given in Figure 7.1.

Boosting of Decision Trees

Boosting expands the idea of a single decision trees to extract more information than just a discrete
classification of events from the given set of variables. Multiple decision trees are trained with the
same training sample reweighed for each individual tree. A weighted average is used to extract a
common response of the BTD from the classifications of the individual decision trees. This common
response, the so called BDT score, is mapped to the interval of −1 to 1 and enables therefore BDTs
to give a continuous evaluation on how signal- or background-like an event is. Events that are very
signal-like will receive a BDT score close to 1, while very background-like events will most likely
receive a score close to −1.
BDTs are more often used than decision trees, since they usually outperform a single decision
tree significantly. Boosting stabilizes additionally the classifiers output with respect to statistical
fluctuations in the training sample.

7.1.2 Settings of Boosted Decision Trees Used in this Analysis

The BDTs of the TMVA framework have adjustable settings allowing to customize them for an
optimal performance on the given input. An optimal setting of a BTD has to meet two criteria. On

1The actual amount of events in the two samples do not have to be equal, as long as their sum of weights is equal.
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Figure 7.1: Graphical representation of a decision tree. The solid boxes correspond to regions of
the parameter-space, or so called nodes. The black solid boxes are internal nodes, that are split
further, as none of the stopping criteria has been met. The stopping criteria do not allow to split
final nodes, shown in red and green. They are classified as signal or background depending on their
training sample’s content. The blue numbers give the depth of the decision tree, that is defined as
the count of consecutive splitting that had to be performed to reach that node.

one hand, it has to provide an optimal separation of signal and background in the BDT score, while
it has to ensure on the other hand that the BDT is not over-trained. An over-trained BDT becomes
sensitive to sample-specific properties of the training samples that are not physical features of the
signal or background processes considered in the training, like statistical fluctuations of the training
sample. This decreases of course the performance of the BDT on other samples and therefore has
to be avoided.
The parameters of the BDT were optimized for the µe final state but used in all final states, as they
were found to perform well. Furthermore, the BDTs used in this analysis were found to perform
very stably under a variation of the setting parameters in a reasonable range.
The meaning of the settings and their optimized values are listed in the following.

• Number of trees = 300. This setting allows to select the number of decision trees that are
used in the BDT. An increased number of decision trees increases in general the performance
of a BDT with respect to the separation of signal and background, but it makes the BDT
vulnerable to over-training, if it is too large.

• Minimal node size = 1 %. This parameter describes the minimal amount of events that
have to be contained by a parameter-space region in terms of the percentage of the training
sample size. A parameter-space region is not split if the resulting region contains less events.
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A small node size enhances the BDT’s ability to discriminate between signal and background,
but it makes it vulnerable to over-training.

• Maximal depth = 5. This parameter stops the growth of a BDT, if its depth reaches the
maximal depth. A large maximal depth allows the BDT to discriminate better between signal
and background, but can cause over-training.

• Number of cuts = 20. The variable range is scanned equidistantly for each variable xi
during the selection of the best value xti. This setting gives the number of cuts that are
tested during this process for each variable. A large number of tested cuts can enhance the
performance of the BDT, but increases vulnerability towards over-training.

• Boost type = Grad. There are multiple boosting algorithms to select from in the TMVA
package. The Grad boosting algorithm was selected since it was found perform well in the
SM H → ττ analysis [37] of the ATLAS collaboration.

• Shrinkage = 0.05. This parameter describes the learning rate of the Grad boosting algo-
rithms.

• Separation criterion for node-splitting = GiniIndex. The Gini index [111] G is a
measure for inequality. It is defined as G = p(1− p) with p = nS

(nS+nB) where the number of
signal and background events are denoted by nS and nB, respectively.

The TMVA package allows to adjust more parameters than the listed ones. All parameters that
are not listed were used in their default settings.

7.1.3 Trainings Strategy for Boosted Decision Trees

The BDTs used in this analysis were trained with weighted events. These weights are calculated
such that the sum of weights corresponds to the expected event yield of each contribution at the
stage of training. This ensures that the BDT is trained focusing on the important backgrounds of
the analysis.
For the training of the BDT it is necessary to introduce two classes of training events, signal and
background. The sum of all weighted background events was used as the background class in train-
ing, while only the signal MC of the VBF production mode was used as the signal class, neglecting
the signal MC of the ggH production mode. This allows the BDT to focus on the properties of the
VBF production mode without suppressing actively the signal of the ggH production mode.

Cross Training

The training and evaluation of a BDT should not be done on the same set of events to avoid that
a BDT is gaining its discriminating power from using unphysical, dataset specific properties, like
statistical fluctuations, rather than from real physical properties of signal and background. If this is
not considered, a sufficiently over-trained BDT can gain an unphysical arbitrarily strong separation
power between signal and background that is specific to the dataset used in the training.
This analysis splits therefore all events into two equal sets, s1 and s2. These sets s1 and s2 are
then used to train two BDTs, BDT A and BDT B, where BDT A is trained using only events of
set s1 and BDT B is trained using events contained in set s2. BDT A is now evaluated on set s2

and BDT B on set s1. This procedure is called cross training and allows to use the all the events
in the training and evaluation of the BDTs without doing the evaluation and training of the BDT
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Figure 7.2: Illustration of cross training.

on the same set of events. Being able to use all events in the evaluation of the BDTs is important
for this analysis, as the available amount of MC simulation for signal and background processes
are very limited in the phase space corresponding to the VBF topology and reducing the amount
of available MC events by 50% would affect the analysis.
BDTs can be checked for effects of over-training by evaluating the BDT on both the sample used in
training and the test sample used in the evaluation of the BDT. An over-trained BDT is sensitive to
the specific non-physical properties of the training sample and will therefore perform significantly
better on the training sample than on the test sample. This means that the distribution of the
BDT score of training and test sample will differ significantly for an over-trained BDT. This analysis
accepts therefore only BDTs that show a good agreement between the distribution of the BDT score
of the training and test sample. A visualization of the cross training is given in figure 7.2.

Variable Selection

The main goal of the variable selection is keeping the BDT as simple as possible in terms of the
amount of considered input variables while maintaining maximal performance. TMVA produces a
ranking of the input variables based on the variable’s importance. The importance of a variable is
a measure for how much the BDT makes use of a certain variable combining information on the
separation power and number of usages of a variable.
The variable selection of the BDT is started by training a BDT that uses all available variables.
Then the lowest ranked variable is neglected and a new BDT is trained with the new set of variables.
The performance of the new BDT is compared to the performance of the initial BDT that makes
use of all input variables. If both BDTs perform similarly well, the lowest ranked variable is
neglected and the procedure is repeated with the variable that is ranked lowest in the ranking of
the new BDT. Eventually, only variables that are not neglected during this procedure are used in
the training of the final BDT. This final BDT is then used in the analysis.

Constraining the Variable Range

A BDT of the TMVA package scans the whole range of a variable spanned by the highest and
lowest value of the variable equidistantly with the specified number of cuts to find the optimal
value for splitting the initial parameter space into two subspaces. This procedure is problematic
for variables that have extreme outliers in their distributions, as these extreme outliers increase
the scanned variable range drastically. This yields that the distance between the tested scan point
in that variable can get bigger than the characteristic features of the distribution of the variable,
making the BDT insensitive to them. This is especially problematic for variables like mcoll and
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Mcoll,ττ that are introduced in section 7.2, since they are defined as a fraction which means that a
sufficient small denominator can yield arbitrary large values of this variables.
This analysis deals with this issue by setting the outliers to a fixed value in the training of the
BDT. Two threshold value vmin and vmax are calculated for each variable v, such that 2.5 % of
all events have a larger (smaller) value of v than vmax (vmin). With that in hand, all events with
v < vmin (v > vmax) are set to vmin (vmax) in the training of the BDT. This allows to make the
BDT sensitive to variables with extreme outliers, while using all events in the training.

7.2 Variables Used in Selection

This section introduces all variables which are used in the analysis presented in this thesis. Mul-
tiple other variables were tested, but found to contribute insignificantly and were therefore not
considered.

7.2.1 Missing Transverse Energy

Two different measurements for the missing transverse energy are used in this analysis.

Missing Transverse Energy ETmiss

The standard transverse energy denoted as ETmiss whose measurement was described in section 5.1.4.

Missing Transverse Energy of High P T Objects ETmiss(hpto)

A missing transverse energy calculated using only objects with a high transverse momentum, namely
all jets and leptons (= e,µ) above the P T threshold for these object described in section 5.1. It is
defined as

~ETmiss(hpto) = −
∑

l=leptons

~P Tl −
∑
j=jets

~P Tj , (7.1)

ETmiss(hpto) =
∣∣∣ ~ETmiss(hpto)

∣∣∣ . (7.2)

This version of the missing transverse energy is less affected by pile-up than the regular version of
the missing transverse energy, as it is only calculated from the high P T objects.

7.2.2 Variables Describing Kinematics of the Leptons

The leptons lH and lτ are the only directly measured particles originating from the LFV decay of the
Higgs boson considered in this analysis. They contain therefore most of the available information
on the Higgs boson decay. Due to this, variables describing the kinematics of the leptons are used
widely in this analysis.

Transverse Momentum P TlH of lH

The transverse momentum of lH , denoted by P TlH , tends to be larger in signal processes than in
background processes like H → ττ and Z → ττ .
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Invariant Mass of the Lepton System mll

The invariant mass of the lepton system formed by lH and lτ is a very helpful variable discriminating
against Z → ee and Z → µµ, as mll corresponds, for these processes, to the reconstructed mass of
the Z boson, causing a narrow resonance in mll at the Z bosons mass. Additionally it is an input
variable for the reconstruction of the Higgs boson mass that is described in section 7.2.4.

Transverse Mass of the Lepton System mT
ll

The variable mT
ll denotes the transverse mass of the lepton system formed by lH and lτ . The signal

favors larger values of this variable than most background processes.

Separation ∆R of Leptons ∆Rll

The separation of lH and lτ in R is given by

∆Rll =

√
(ηlH − ηlτ )2 + (φlH − φlτ )2. (7.3)

Impact Parameter d0lτ and its Significance S(d0lτ )

While τ leptons decay too fast to be detected directly, their existence can still leave a small footprint
in the detector. This footprint can be measured by using the impact parameter d0lτ describing the

Figure 7.3: Illustration of the variable d0lτ .

minimal distance between the track of lτ and the reconstructed primary vertex of the event in the
transverse plane visualized in figure 7.3. A strong enough boost of the τ lepton can displace the
track of the lepton originating from the τ decay from the reconstructed vertex, as such a τ lepton
can travel a small, but measurable distance in the detector before it decays, causing the impact
parameter d0 not to equal zero. The signal tends to favor larger values for d0lτ , since here lτ is very
likely originating from a τ decay, while the lepton labeled as lτ is not originating from a τ decay
for background processes like Z → µµ and is therefore favoring small values of d0lτ . The benefit
of this variable is limited, as it is not perfectly modeled in MC and the resolution of the ATLAS
detector is at the same order of magnitude as the measured effect. It provides nevertheless a good
discrimination of the signal from the Z → µµ and Z → ee background.
The significance S(d0lτ ) is defined by

S(d0lτ ) =
|d0lτ |
σ(d0lτ ) , (7.4)
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using the uncertainty σ (d0lτ ) of d0lτ . This variable takes the limited resolution of d0lτ into account.
Both variables are used in the analysis.

Difference in φ of lτ and ETmiss Denoted as ∆φ(lτ ,E
T
miss)

∆φ(lτ , E
T
miss) is defined as

∆φ(lτ , E
T
miss) =

∣∣∣φlτ − φETmiss

∣∣∣ . (7.5)

LFV Higgs decays favor a small value for ∆φ(lτ , E
T
miss) since ETmiss is mainly caused by the neutrinos

originating from the τ decay, that are almost collinear to lτ due to the strong boost of the τ lepton
in these decays. All other background processes do not show such a strong correlation between
ETmiss and lτ causing them to have a wider distribution of ∆φ(lτ , E

T
miss) than the signal.

Transverse Mass of ETmiss and lτ Denoted as mT (ETmiss, lτ )

The transverse mass of the system lH and ETmiss, denoted by mT (ETmiss, lτ ), is a reconstruction of the
transverse τ mass for the signal processes and favors therefore small values of mT (ETmiss, lτ ). The
mT (ETmiss, lτ ) variable does in general not correspond to a reconstruction of the transverse mass of
a τ lepton for background processes. This is in particular true for the top quark background for
which mT (ETmiss, lτ ) tends to be large. This variable is therefore a powerful variable for the different
flavor final states that are dominated by the top quark background.

7.2.3 Variables Describing the Kinematics of the Jets

This analysis uses only variables describing the two leading jets in P T . These jets correspond
with a high probability to the tagging jets in the VBF signal samples and are therefore sensitive
to the production of the Higgs boson in the VBF production mode. Due to this, the variables
describing the jet kinematics provide a possibility to discriminate between signal and background
that is independent of the decay of the Higgs boson.

η Separation of Tagging Jets ∆ηjj

The separation in η of two leading jests j1 and j2 is given by

∆ηjj = |ηj1 − ηj2| . (7.6)

This variable was already used in the basic VBF cuts of this analysis described in section 5.3
defining the VBF topology. Despite that, it is still a powerful variable, as the signal in the VBF
production mode favors large values of ∆ηjj , while most backgrounds prefer smaller values, even
after the basic VBF cuts.

Invariant Mass of the Tagging Jet System mjj

The invariant mass of the tagging jet system mjj formed by the the two jets leading in P T is another
variable sensitive to the VBF production mode, as the signal produced in the VBF production mode
favors large values for mjj while most other backgrounds favor small values.
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7.2.4 Variables from the Higgs Boson Mass Reconstruction

The reconstructed mass of the Higgs boson is one of the most sensitive variables used in this analysis.
The so-called collinear approximation is used to reconstruct the Higgs boson mass described first
in reference [112]. Two different approaches are introduced and used in this analysis. The first one
is a collinear mass mcoll tailored for the kinematics of the LFV Higgs decay assuming a decay of
the form H → τ lH , while the second one is the collinear mass mcoll,ττ of the H → ττ analysis of
ATLAS assuming a decay of the Higgs boson into two τ leptons.
Both methods reconstruct the mass of a Higgs boson in LFV decay correctly, while they give in
general different results for processes containing two τ leptons such as the SM decays H → ττ and
Z → ττ . This can be seen in figure 7.4 showing the mass distribution of both mass reconstructions
for these processes. These plots show furthermore that Mcoll,ττ is not able to separate between the
LFV and SM Higgs decay, while mcoll separates them. Therefore both collinear masses are used in
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Figure 7.4: Comparison of mcoll (left) and Mcoll,ττ (right) for the LFV signal H → τµ, the decay
H → ττ of the SM Higgs boson and the Z → ττ background after the event selection of the µe final
state described in section 7.4.1. All shown distributions are normalized to unity and the stated
errors correspond to the statistical uncertainties.

the analysis, giving the BDTs the option to exploit the different correlation between the two mass
variables for the LFV signal and the SM background.
The crucial part in the calculation of mcoll (mcoll,ττ ) is the reconstruction of the initial momentum
(momenta) of the τ lepton(s). Once the momentum (momenta) of the τ lepton(s) is reconstructed
it is easy to infer the mass of the Higgs boson by calculating the invariant mass of the system
formed by the reconstructed τ and lH (by both reconstructed τ leptons). Both use the assumption
that all decay products of the τ leptons are collinear to the original τ lepton, hence the names
collinear approximation and collinear mass.

Collinear Mass mcoll and x Assuming LFV Higgs Decays

This version of the collinear mass, that was taken from reference [35]2, assumes that the decay of
the Higgs boson contains exactly one τ lepton that is boosted significantly, such that the trajectory

2The collinear mass used in the analysis of reference [35] uses the same assumptions and derives the same final
formula for the collinear mass, but its intermediate steps differ from the derivation presented in this thesis.
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of its decay products are collinear to the trajectory of the original τ lepton and that the neutrinos
originating from the τ decay are the only contribution to ETmiss. Within these assumptions, ~ETmiss

has to be parallel to lτ in the transverse plane meaning that a contribution to ~ETmiss that is not
parallel to lτ is considered to be a non-physical contribution.
Therefore the transverse momentum P Tτ,reco of the τ lepton is reconstructed by

P Tτ,reco = P Tlτ + Π
(
~ETmiss

)
, (7.7)

where the projection Π of ~ETmiss on ~P Tlτ was introduced. This projection removes the contributions

Figure 7.5: Illustration of the the projection of ~ETmiss.

of ~ETmiss that are not parallel to ~P Tlτ . Figure 7.5 illustrates the projection of ~ETmiss.
With this in hand it is possible to define the the ratio of the τ lepton’s transverse momentum
carried by lτ as

x =
P Tlτ
P Tτ,reco

. (7.8)

This yields

~Pτ,reco =
~Plτ
x
, (7.9)

making use of the collinear assumption. With this in hand, the momentum of the initial τ lepton
is fully reconstructed and the Higgs boson mass is reconstructed as

mcoll =
mll√
x
, (7.10)

using the additional assumption that the masses of the τ lepton, of lH and of lτ are small compared
to their momenta and can therefore be neglected.
The collinear mass mcoll is a powerful variable in all final states and is used in all BDTs. The
variable x has some discrimination power itself and is therefore used as well.

Collinear Mass Mcoll,ττ for the SM H → ττ Decay, xlH and xlτ

This version of the collinear mass is used to reconstruct the mass of the Higgs boson in the H → ττ
decay. It assumes as well that all decay products of a τ lepton are collinear with the initial τ lepton
and that ~ETmiss is solely caused by the neutrinos originating from the τ decay. For this decay of

the Higgs boson it is no longer possible to assume that ~ETmiss is parallel to one of the leptons, since
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~ETmiss corresponds to the vectorial sum of the momenta of all the neutrinos from the decay of both
τ leptons. To take this into account xlH and xlτ are introduced by

xlH =
P TlH
P Tτ1

, xlτ =
P Tlτ
P Tτ2

, (7.11)

describing the fraction of the initial τ leptons transverse momentum carried by the visible decay
products lH and lτ . Using the collinear approximation to reconstruct the initial transverse τ
momenta and conservation of momentum yields

~P Tτ1 + ~P Tτ2 =
~P TlH
xlH

+
~P Tlτ
xlτ

+ ~ETmiss, (7.12)

assuming that ~ETmiss is caused solely by the neutrinos from the decay of the τ leptons. This equation
is obviously valid for the x and y component of the transverse plane providing two independent
equations that allow to solve for xlH and xlτ giving the result

xlH =
PxlH

P ylτ−P
y
lH
Pxlτ

PxlH
P ylτ−P

y
lH
Pxlτ+P ylτE

x
miss−P

x
lτ
Eymiss

, (7.13)

xlτ =
Pxlτ P

y
lH
−P ylτ P

x
lH

Pxlτ P
y
lH
−P ylτ P

x
lH

+P ylH
Exmiss−P

x
lH
Eymiss

. (7.14)

By neglecting the masses of the τ leptons, lH and lτ and using once more the collinear approxima-
tion, it is possible to reconstruct the mass to

Mcoll,ττ =
mll√
xlHxlτ

. (7.15)

This expression is only well defined if xlHxlτ > 0. This issue is solved in this analysis by omitting
the negative sign of xlHxlτ by calculating Mcoll,ττ with |xlHxlτ | and setting finally Mcoll,ττ to the
negative of the previously calculated value. Due to this, it is possible to calculate Mcoll,ττ for all
events at the price of introducing negative values for Mcoll,ττ

3.
The analysis makes use of bothMcoll,ττ and xlH . The LFV decaysH → τµ andH → τe tend to peak
in the vicinity of 1 in xlH since there is no corresponding τ lepton for lH in these decays meaning
that all momentum of this decay branch is visible, corresponding to xlH = 1, while processes like
H → ττ and Z → ττ have neutrinos on both branches of the decay causing xlH to be in general
smaller than 1.

7.2.5 B-Tagging

The special topology of jets originating from b quarks, so called b-jets, allows to discriminate them
from jets originating from other quarks. This identification of b-jets is called b-tagging and is done
in this analysis using the tagging algorithm MV1 [113]. This tagging algorithm calculates for each
jet, with P T > 25 GeV and |η| < 2.5, a score between 0 and 1 with a high score corresponding to
a high likelihood for the jet being a b-jet. A jet is tagged as a b-jet in this analysis, if its score is
above the threshold of 0.3511 corresponding to a working point with a b-tagging efficiency of 80%
for true b-jets. This working point is stricter than the working point at 70% of the SM H → ττ
analysis allowing eventually a better suppression of the top quark background that is the dominant
background in the same flavor final states.

3This negative sign in Mcoll,ττ has no physical meaning. It is just a technical solution to cure Mcoll,ττ in the ill
defined parameter space of xlHxlτ < 0.
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bTag

The discrete variable bTag is a global variable for the events. It is 0 if no jet in the event is tagged
as a b-jet and 1 if one or more jets in the event are tagged as b-jets. The signal process does not
contain any b-jet at tree level. So, signal events will most likely have bTag = 0, while the top
quark background contains b-jets at tree level, as the top quark decays almost exclusively to a b
quark and a W± boson. The variable bTag will therefore most likely be equal to 1 for the top
quark background. Due to this, the variable bTag is very powerful in discriminating the top quark
background from the signal and therefore a crucial ingredient to the different flavor final states,
that are dominated by the top quark background.

7.3 Analysis Strategy

This section discusses and motivates the general strategy selected in the presented analysis. First,
a motivation for the usage of BDTs is given, followed by an explanation of the handling of BDTs
throughout this analysis. Finally, the four final states are introduced and discussed.

7.3.1 Use of Boosted Decision Trees

The biggest challenge in this analysis is dealing with the tiny signal to background ratio and the
potentially very small signal yield. The first step taken in this analysis to deal with this issue was
to focus completely on the VBF topology exploiting the clear signature of the VBF production
mode of the Higgs boson to enhance the signal to background ratio.
Nevertheless, the signal to background ratio is with approximately 2.2× 105 expected background
and 34 (35) expected4 H → τµ (H → τe ) signal events still poor after the VBF cuts of the basic
selection described in section 5.3. This small signal to background ratio and the overall small sig-
nal yield are a challenging combination for a traditional cut-based analysis. A cut-based analysis
makes it in this scenario on one hand necessary to cut harshly on discriminating variables to gain a
suitable signal to background ratio and create therefore a sensitive analysis, while it is on the other
hand necessary to spare the precious signal by selecting soft cuts to avoid loosing sensitivity due
to the small remaining signal yield. It is obvious that both are hard to accomplish simultaneously
and therefore its is usually necessary to compromise between both.
This analysis makes use of the multivariate analysis tool of BDTs to avoid this issue. A BDT-based
strategy provides for this analysis two main advantages over a cut-based strategy that are explained
in the following.
The first advantage of a BDT is that no signal or background events are lost due to cuts, while
signal and background are separated in the BDT score. Therefore, the BDT score has two key
features: the high BDT score region is enriched in signal enhancing the significance of the analysis,
while the lower region of the BDT is almost signal free and contains most of the background events
allowing to infer constraints on the background from this region. These constraints can reduce
uncertainties on the background and can hence increase the sensitivity of the analysis.
The second advantage of a BDT-based analysis over a cut-based analysis is that a BDT is able
to exploit the correlations between variables by using variables multiple times. This can be very
useful if signal and background distributions overlap significantly in a set of variables, but have a
different correlation for this set of variables allowing to separate signal and background.

4Assuming a branching ration of 1 % for both decays.
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7.3.2 BDT Score as Final Discriminant

This analysis uses the BDT score as a final discriminant by performing a fit in this distribution to
extract information on the signal. This strategy was selected in this analysis over the procedure of
cutting on the BDT score and performing a fit with the remaining events in the distribution of a
different discriminant (e.g. reconstructed Higgs boson mass) for two reasons.
The first and most important reason is that all events with a sufficient high BDT score are very
signal-like meaning that the background has almost the same distribution as the signal in all
variables that were either used directly in the training of the BDT or are correlated to these
variables. This limits the fit’s capability to discriminate between signal and background. The
second reason for performing the fit in the distribution of the BDT score is that this allows to use
all events in the fit. These additional events can constrain uncertainties of the background and
improve therefore the fit’s capability to extract information on the signal.
It was tested to cut on the BDT score and doing a fit in the reconstructed Higgs boson mass, both
with and without using mass-correlated variables in the training of the BDT. Both options were
outperformed by a fit in the distribution of the BDT score and were therefore not pursued in this
analysis.

7.3.3 Binning of Final Discriminant

The selection of the binning of the BDT score used as the final discriminant has a large impact on
the sensitivity of the analysis. Therefore, it is crucial to select a good binning to extract as much
information on the signal from the dataset as possible. A good binning has to fulfill two criteria.
First of all, it has to be selected such that it maximizes the sensitivity of the analysis extracted
by the final fit. However, it has to be ensured that the sensitivity corresponds to a real physical
sensitivity and is not caused by statistical downward fluctuations of the background estimates that
are used as input parameters in the fitting procedure.
Due to the large computational effort it is not possible to perform a complete fit using the full
distributions and considering all systematic uncertainties to calculate the expected significance as
an estimator for the sensitivity for each tested binning. Therefore, the so called Asimov significance
Sa is used as an estimator for the sensitivity. It is given by

Sa =
√

2
(
(s+ b) ln

(
1 + s

b

)
− s
)
, (7.16)

using the number of signal events s and background events b.
Furthermore, most information on the signal is contained in the events that receive the highest
BDT score, as these are the events that were classified as most signal-like by the BDT. This yields
that the highest bin in the BDT score provides most information on the signal and will most likely
be the major contributor to the overall significance of the analysis. Highest bin denotes the bin
that is closest to a BDT score of 1. It was found that the highest bin contains more signal that
any other bin, while providing the best signal to background ratio. Therefore, it was decided to
optimize the binning by optimizing the bin width of the highest bin in the BDT score.
The bin width of the highest bin in the BDT score is optimized such that it gives the highest possible
Sa under the constraint that each considered background has non-zero prediction for this bin with
a relative statistical uncertainty of less than 100 %5. This constraint ensures that the estimate of all
backgrounds is reliable and does not cause an unphysical sensitivity due to a downward fluctuation

5A relative uncertainty of 100 % might seem huge, but it has to be kept in mind that the fit performed to extract
information on the signal considers these statistical uncertainties.
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of the background estimate.
The optimized bin width of the highest bin in the BDT score is additionally used as the bin width
for the other bins in the high BDT score region. The high BDT score region is defined as the region
in the BDT score that contains a reasonable fraction of the signal. The background enriched low
BDT score region is binned using a finer binning to exploit both the high statistics and the different
shape of backgrounds in that region. The remaining medium BDT region, that contains neither a
significant amount of signal, nor a large number of background events, is binned using a wider bin
width. This is done to increase the number of events in these bins and avoid therefore that possible
statistical fluctuations of the event yield in these bins affect the fit.
The previously discussed selection of the binning is overruled, if it suggests a binning that includes
a bin with a zero prediction for any of the considered signal and background processes. In that
scenario, the bin with of the affected bins is increased manually to avoid bins that do not have a
prediction for all considered processes. This is done to avoid a bias in the fitting procedure that
could be introduced by those bins as the fits performed in this analysis cannot consider processes
with a zero prediction in the affected bins. This is critical since a zero prediction for a process
in a bin does most likely not mean that this process has no contribution to this bin due to same
physical reason, but is rather an artifact caused by the limited accuracy of the estimates.

7.3.4 Division into Four Final States

All fully leptonic final states are considered in this analysis meaning that all considered events
contain exactly two leptons of opposite charge that can be either two muons, two electrons, or one
muon and one electron. The analysis is divided in four different final states depending on the flavor
of the leptons and their label. Two same flavor final states, ee and µµ, are formed from all events
containing two electrons and two muons, respectively. Two additional final states, µe and eµ, are
formed from the events containing two different flavor leptons. The lepton labeled as lH is a muon
(electron) for all events in the µe (eµ) final state.
The events were split into the four different final states, as the considered final states have a sig-
nificantly different background composition and are enriched in one of the two possible signals.
The µµ and ee final states are dominated by the overwhelming Z → µµ and Z → ee background,
respectively, yielding a very poor signal to background ratio in these final states. The different
flavor final states have a much better signal to background ratio since they are barely affected
by Z → µµ and Z → ee. The main background for the different flavor final states is the top
quark background together with a significant contribution of Z → ττ background. The Z → ττ
background has a much smaller contribution to the different flavor final states compared to the
Z → µµ and Z → ee contribution in the same flavor final states, since only about 6% of the τ -pairs
originating from the Z decay into a final state contain exactly one electron and one muon.
The reason for splitting each of the same and different flavor final states in two final states is the
possible existence of the two different signals, H → τµ and H → τe. The H → τµ (H → τe)
signal will appear, up to detector effects, only in the µµ (ee) same flavor final state and up to
mislabeling in the µe (eµ) different flavor final state. Thus, the µµ and µe final state contain most
of the H → τµ signal events while the ee and eµ final states contain most of the H → τe allowing
to combine those final states for a search for the corresponding signal. This is done in this analysis
by performing a simultaneous fit for the H → τµ (H → τe) signal in the µµ and µe (ee and eµ)
final states described in section 9.3.
A contamination of the same flavor final state with the wrong6 signal is very unlikely, since the

6Wrong Signal denotes here the H → τµ (H → τe) signal in the ee and eµ (µµ and µe) final state.
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signal contains already one muon (electron) prior to the τ decay. This is different in the different
flavor final states, where a mislabeling of the leptons yields automatically that a signal event will
appear in the final state enriched with the other signal. This makes the wrong signal contamination
in the different flavor final states significantly larger than in the same flavor final states, but the
contamination with the wrong signal is still small, since the leptons are labeled correctly with an
efficiency of roughly 90 %, as seen in section 6.4. The treatment of the wrong signal in the different
flavor final states is discussed in section 7.4.5.

7.4 Selection of Different Flavor Final States

The µe and eµ final state are treated analogously. Events are split into two different regions, the
signal region and the top quark control region. The latter includes all events containing at least one
identified b-jet, while the signal region is formed from the remainder of events, as there are no b-
quarks present at tree level for signal events in contrast to the b-quark originating from the t-quark
decay. BDTs are trained separately in the signal region of the µe and eµ final state using only the
VBF H → τµ (H → τe) sample as a signal in the BDTs of the µe (eµ) final state. A detailed
description of the training strategy for the BDTs in given in section 7.1.3. The distributions of the
BDT score in signal and the event yield of the top quark control region are used for a fit extracting
information on the signal described in chapter 9.

7.4.1 Event Selection for Different Flavor Final States

Table 7.1 lists the additional selections defining the different flavor final states of this analysis.
These cuts are applied on all events passing the basic VBF selection described in section 5.3. The
intention behind the selection of these cuts is explained in the following.
Cuts DF1 and DF2 define first of all the different flavor final states by demanding two leptons of
different flavor and splitting additionally all events in the two different flavor final states, µe and
eµ, by demanding that lH is a muon or electron, respectively. Cut DF3 is used to split the events of

µe final state eµ final state
Cut name µe Signal Region µe top quark CR eµ Signal Region eµ top quark CR

DF1 lH is muon lH is muon lH is electron lH is electron
DF2 lτ is electron lτ is electron lτ is muon lτ is muon
DF3 bTag = 0 bTag = 1 bTag = 0 bTag = 1
DF4 P TlH > 20 GeV P TlH > 20 GeV P TlH > 20 GeV P TlH > 20 GeV

Table 7.1: Additional cuts for different flavor final states defining the µe and eµ final state and
their signal and top quark control region (CR). Events are kept, if the expression given in the table
evaluates as true.

each final state into two different regions, the signal region and the top quark control region. The
signal region is formed by all events containing no jet that was identified as a bTag. It contains most
of the signal and has a reduced contribution of the top quark background. The top quark control
region is in contrast to this enriched in the top quark background and contains only a small fraction
of the signal. It is used to constrain the normalization of the top quark background in the signal
region. The last cut, DF4, is of rather technical than physical nature. It was introduced to limit
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effects of a potential mismodeling of the fake-lepton background by decreasing the contribution of
the poorly modeled fake background that prefers small values of P TlH in contrast to the signal.
Table 7.2 gives the normalization and scale factors used for the analysis of the different flavor
final states. A description of the derivation of the embedding normalization and the fake-lepton
scale factors can be found in section 4.2.2 and 4.2.3, respectively. The top quark background

Norm factor µe final state eµ final state

Top quark background normalization 1.076 1.105

Embedding normalization 0.157 0.158

Fake-lepton scale factor 0.212± 0.002 0.208± 0.002

Table 7.2: Scale and normalization factors used in the different flavor final states.

normalization is derived for each of the final states in their corresponding top quark control region.
It is derived by scaling the top quark MC such that the sum of the scaled top quark MC and
the other background estimates matches the observed data in the top quark control region. The
top quark background normalization is then applied to the top quark control region and the signal
region. This normalization of the top quark background is introduced at this stage to set the overall
event yield of the top quark background to its best estimate. This allows to train the BDTs with
the best estimate of the top quark background distribution. Later in the statistical evaluation, the
normalization of the top quark background is treated as a free parameter in the performed fits.

µe final state eµ final state
µe Signal Region µe Top Quark CR eµ Signal Region eµ Top Quark CR

top quark 684.2± 14.7 4151.2± 35.0 738.6± 15.6 4736.2± 37.9
Z → ττ (Emb.) 265.0± 5.0 67.7± 2.7 402.7± 6.2 97.1± 3.2
WW/WZ/ZZ 159.8± 7.0 20.6± 2.7 190.6± 7.8 23.8± 3.0

Fake 95.0± 5.0 40.0± 4.7 313.9± 8.5 109.8± 6.5
Z → µµ 25.8± 5.8 2.7± 1.0 15.6± 1.6 1.5± 0.3
Z → ee 1.2± 1.0 0.0± 0.0 2.4± 0.6 1.5± 0.9

VBF H → ττ 3.1± 0.0 0.4± 0.0 4.0± 0.0 0.5± 0.0
ggH H → ττ 2.8± 0.1 0.4± 0.0 3.7± 0.1 0.5± 0.0
VBF H → τµ 5.5± 0.1 0.7± 0.0 0.5± 0.0 0.1± 0.0
ggH H → τµ 5.1± 0.3 0.6± 0.1 0.5± 0.1 0.1± 0.1
VBF H → τe 0.5± 0.0 0.1± 0.0 8.2± 0.1 1.0± 0.0
ggH H → τe 0.8± 0.1 0.1± 0.1 7.9± 0.4 1.3± 0.2

Sum H → τµ 10.7± 0.3 1.3± 0.1 1.0± 0.1 0.2± 0.1
Sum H → τe 1.4± 0.1 0.2± 0.1 16.1± 0.4 2.3± 0.2

Sum background 1236.8± 18.7 4283.0± 35.6 1671.4± 20.4 4971.0± 38.7
Observed data 1212.0± 34.8 4283.0± 65.4 1684.0± 41.0 4971.0± 70.5

Table 7.3: Expected event yields and observed data for the µe and ee final states in the signal
and top quark control region (CR). Event yields for the LFV processes are calculated assuming a
branching ratio of 1 % for H → τµ and H → τe, while all other event yield are calculated using
the SM prediction. The Z → ττ background estimate is done with die embedding method (Emb.).
Only statistical uncertainties are listed.

Table 7.3 gives the expected event yields in the different regions of the different flavor final states of
the processes considered in this analysis and compares it to the observed data. It can bee seen that
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the top quark control region is indeed dominated by the top quark background with a purity of more
than 95 % and contains a negligible amount of signal justifying the procedure of its normalization.
The exact agreement of data and the sum of background in the two top quark control regions is
artificial and caused by the normalization procedure of the top quark background.
Both signal regions are dominated by the top quark background and show a good agreement between
the expected event yields and the observed data. The expected signal yield, that is calculated
assuming a branching ratio of 1 %, is relatively small. The contamination with the wrong signal
(H → τe in the µe final state and vice versa) is in both signal regions small compared to the proper
signal. The strategy to deal with the wrong signal is discussed in section 7.4.5.
The overall event yield of the signal region of the eµ final state is higher compared to the one
of the µe final state. This can be explained by the different trigger P T thresholds of the leptons
described in section 5.2. Muons have in the different flavor final states a smaller trigger threshold
than electrons meaning that the trigger accepts events that contain muons with a P T below the
electron P T threshold. The lepton labeling will assign in these events the muons most likely the
label lτ and the electron the label lH , as the lepton labeling depends on the P T difference of the
leptons. This means that the eµ final state contains most of these events at the low P T range
of the muon. These events would not have be triggered if the flavor of the two leptons would be
exchanged.
This effect is especially visible for backgrounds that have a high probability of producing one low
P T muon like the fake-lepton or Z → ττ . It can be seen in table 7.3 that these processes have a
significantly larger event yield in the eµ final state, while processes that produce mainly high P T

objects like the top quark background are only affected weakly by this effect.
This effects the signal yield as well, as lτ is most likely low in P T , causing that more H → τe
events, where the muon is most likely labeled as lτ , will be accepted by the trigger than H → τµ
events, where the electron is more likely labeled as lτ . This causes a higher event yield for the
H → τe signal, as seen in table 7.3.

7.4.2 BDT Training

All events from the µe and eµ signal regions were used in the training of BDTs in the corresponding
final states. Table 7.4 gives the variables that were used in the training of the BDTs for each

Variable Rank in µe final state Rank in eµ final state

mcoll 1 1

mT (ETmiss, lτ ) 2 2

mll 3 3

mjj 4 4

xlH not considered 5

∆ηjj 5 6

mT
ll 6 not considered

P TlH 7 7

ETmiss 8 not considerd

S(d0lτ ) 9 not considered

Table 7.4: Variables used in the training of the BDTs in the µe and eµ final state with their
ranking.
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Figure 7.6: Distributions of input variables of the BDTs in the µe final state. The definitions of
the variables can be found in section 7.2. All plots show in the upper box the stacked background
contributions and the observed data (black dots). Additionally, the H → τµ signal that is enhanced
by a factor of 50 is shown as a red (black) line for the VBF (ggH) production process. The lower
box gives the ratio of the observed data and the sum of all background models. All shown error
bars and error bands correspond only to statistical uncertainties.
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Figure 7.7: Distributions of input variables of the BDTs in the µe final state. The definitions of
the variables can be found in section 7.2. All plots show in the upper box the stacked background
contributions and the observed data (black dots). Additionally, the H → τµ signal that is enhanced
by a factor of 50 is shown as a red (black) line for the VBF (ggH) production process. The lower
box gives the ratio of the observed data and the sum of all background models. All shown error
bars and error bands correspond only to statistical uncertainties.
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Figure 7.8: Distribution of the input variable xlτ for the BDTs in the eµ final state. The definition
of the variable can be found in section 7.2. This plot shows in the upper box the stacked background
contributions and the observed data (black dots). Additionally, the H → τe signal that is enhanced
by a factor of 50 is shown as a red (black) line for the VBF (ggH) production process. The lower
box gives the ratio of the observed data and the sum of all background models. All shown error
bars and error bands correspond only to statistical uncertainties.

different flavor final states and their ranking by the BDTs. A high rank (small number) corresponds
to a high usage of this variable by the BDTs. It can be seen that both BDTs make use of a similar set
of variables with a very similar ranking pronouncing how similar both same flavor final states are.
Other variables were tested but found to contribute insignificantly and were therefore neglected.
This procedure favors a slightly different set of variables for the two final states, since the final
states have a different background composition.
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Figure 7.9: Distributions of input variables of the BDTs in the eµ final state. All plots show in the
upper box the stacked background contributions and the observed data (black dots). Additionally,
the H → τe signal that is enhanced by a factor of 50 is shown as a red (black) line for the
VBF (ggH) production process. The lower box gives the ratio of the observed data and the sum
of all background models. All shown error bars and error bands correspond only to statistical
uncertainties.
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The distributions of the input variables of the µe final state are shown in figure 7.6 and figure 7.7.
The corresponding distributions of the input variables of the eµ final state are shown in figure 7.9
and figure 7.8. All variables show a sufficient agreement between data and MC prediction justifying
their use as input variables for the BDTs. It can be seen that the variables describing masses like
mcoll and mT (ETmiss, lτ ) show good separation between signal and background and it is therefore
not surprising that they are ranked as the most important variables by the BDTs.
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Figure 7.10: Plots of the linear correlation coefficient of the input variables of the BDTs for the
eµ (µe) final state in the top (bottom). The plots on the left hand side are for the signal used in
the BDT training, while the plots on the right correspond to the weighted sum of all background
samples used in the BDT training.

The correlation of the input variables are visualized in figure 7.10 showing the linear correlation
coefficient. These plots show that the correlations of the input variables are different for signal and
background, as for example for the variables mll and mcoll. They are strongly correlated in the
background, while they only show a lose correlation for the signal. A BDT is able to exploit such
correlations in contrast to a cut based analysis.
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7.4.3 Binning

The optimization of the binning is carried out according to the strategy described in section 7.3.3.
However, the Z → ee and Z → µµ background samples had to be added and treated as a single
background, since only few of the Z → ee MC events pass the selection leaving a wide range of
the BDT score without a prediction of this specific background. Not adding these backgrounds
would therefore yield very large bins to ensure that each background has a predicted event yield in
each bin decreasing the sensitivity significantly. This procedure is justified by the relatively small
contributions of both backgrounds in this final state and the fact that both backgrounds behave
very similarly. The Z → ee and Z → µµ background are as well summed up and treated as a single
background in the statistical evaluation of the different flavor final states.
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Figure 7.11: Asimov significance Sa of the highest bin of the BDT score that contains all events
in the interval [x0, 1] depending on the lower bin bound x0 on the left (right) for eµ (µe) final state.
The Asimov significance corresponding to the selected x0 is marked in green, while the Asimov
significance of all other tested x0 are shown in black. The selection of a x0 lying in the red shaded
area is not allowed by the requirement on the background predictions. The shown uncertainties
are inferred from the statistical uncertainties of the signal and background predictions.

The binning in the signal regions is optimized with respect to the highest bin in the BDT score
containing all events with a BDT score in the interval [x0, 1] using the lower bound of the bin x0.
Multiple values of x0 were tested with an increment of 0.01 in the BDT score using the optimized
binning. Figure 7.11 shows the tested x0 and the corresponding Asimov significance of the highest
bin of the BDT score. The selected values of x0 were 0.92 and 0.88 for the eµ and the µe final
state, respectively.
The top quark control regions were selected to consist of only one bin, since they are only used to
constrain the overall normalization of the top quark background. Distributions of the BDT score
with the optimized binning in the signal region are shown in the next section.
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7.4.4 BDT Score

The BDT score for the signal and top quark control region of both different flavor final states is
shown figure 7.12 in the binning that was selected in the previous section. First of all, it can be
seen that the BDTs are able to achieve a good separation between signal and background enriching
the low BDT score regions of the signal regions with background, while the high BDT score region
is enriched with signal.
None of the distributions shows a significant deviation between the sum of the background estimates
and the observed data. The perfect agreement in the top quark control region is however an artifact
of the normalization procedure of the top quark background. The good agreement between the
sum of the background estimates and the observed data in both signal regions allows to draw two
conclusions. First, no obvious signal is present as this would yield an excess of data in the high
BDT score region. The highest bin of the BDT score of the µe final state shows nevertheless a
mild excess of observed data events compared to the background prediction. This mild excess is
however not statistically significant. The second conclusion is that the BDT scores of both final
states are modeled well by the background estimates. This is important as the BDT score will be
used as the final discriminant in the fits performed in the statistical evaluation of this analysis.
Figure 7.13 shows the comparison of the shape of the BDT score between all considered backgrounds
and the added signal (ggH +VBF). First of all, it can be seen that the signal shows a peak structure
for high BDT scores close to 1, while all backgrounds peak at a BDT score close to −1. This is
an important feature of the distribution of the final discriminant for the fitting procedure, as this
means that none of the backgrounds will be able to fake a peak at a BDT score close to 1 that could
be misinterpreted as a signal. This holds also true for the H → ττ background meaning that the
BDTs are able to discriminate well between the LFV Higgs boson decays, H → τµ and H → τe,
and the SM Higgs boson decay H → ττ preventing that it can be misidentified as a signal.
These plots highlight additionally the justification for the fine binning at a BDT score close to −1.
The two main backgrounds, top quark and Z → ττ , show a different peak structure that is only
resolved due to the fine binning. The Z → ττ background peaks at the lowest bin of the BDT
score, while the top quark background peaks in the second to last bin and has a relatively small
contribution in the lowest bin. This can help the fit to constrain the two backgrounds in contrast
to the situation where both backgrounds peak in the same bin. Within this situation, the fit would
be free to scale one background up and the other down while keeping the expected event yields in
the bin constant. This freedom of the fit is obviously limited if both backgrounds show a smaller
overlap.

7.4.5 Handling of Wrong Signal

This analysis considers two different flavor final states µe and eµ. They are enriched in the H → τµ
and H → τe signal, respectively, but not pure with respect to the other signal, denoted as the wrong
signal in the following.
A wrong labeling of the leptons means that a signal event does not appear in its dedicated final
state, but in the final state dedicated to the other signal. Table 7.5 shows the expected event
yield of both signals in both final states. It can be seen that the expected event yields of the wrong
signal are in both final states about one order of magnitude smaller that the expected event yields
of the signal. Table 7.5 gives additionally the ratio of events that show up in the right final state,
that is defined as the ratio of the expected yield of the H → τµ (H → τe) signal in the µe (eµ)
final states and the total expected yield of this processes. This ratio agrees well with the matching
ratio of the lepton labeling given in section 6.4.
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Figure 7.12: Distribution of the BDT score in the signal region (left) and composition of the top
quark control region (right) of both different flavor final states. The top (bottom) row shows the
eµ (µe) final state. All shown uncertainties correspond to the statistical uncertainties only.

The shape of the BDT score of both signals is compared in figure 7.14 for both different flavor final
states. The wrong signal shows clearly a different shape compared to the signal. This is due to
the fact that a right labeling is crucial in the calculations of variables like mcoll and mT (ETmiss, lτ ),
since their calculation relies on the properties of lH and lτ . A wrong labeling yields therefore that
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Figure 7.13: The left (right) plots shows the shape of the distribution of signal and background
for the signal region of the eµ (µe) final states in the corresponding BDT score. The contributions
of the ggH and VBF production modes of the various Higgs decays have been added up. The
Z → ee and Z → µµ backgrounds have been added up as well and are denoted as Z → ll. All
shown distributions are normalized to unity and the given uncertainties are statistical. The number
stated in the brackets corresponds to the expected event yield.
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Signal µe and eµ SR eµ SR µe SR Ratio in right final state

H → τµ 11.6± 0.3 0.99± 0.09 10.7± 0.3 0.91± 0.04

H → τe 17.4± 0.4 16.1± 0.4 1.38± 0.12 0.92± 0.03

Table 7.5: Comparison of expected event yields of both considered signals in the signal region
(SR) of the µe and eµ final state assuming a branching ratio of 1 %. The last column gives the
fraction of signal events that appear in the signal region of the right final state and the sum of events
of that signal appearing in the signal region of any (µe or eµ) final state. All stated uncertainties
correspond to statistical uncertainties.
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Figure 7.14: Theses plots show the shape of the wrong signal in the signal region of both different
flavor final states, left (right) for the eµ (µe) final state. All shown distributions are normalized to
unity and the given uncertainties are purely statistical.

a signal event behaves on average more background-like in these variables and receives therefore
a rather low BDT score. The different shape of the wrong signal makes it unlikely that it will be
able to fake a signal in the fit.
Therefore, this analysis neglects the wrong signal in the fitting procedure described in chapter 9.
There is an additional physical reason justifying this neglect of the wrong signal. The indirect
limits, presented in section 2.2.2, do not allow both signals to be large and therefore observable
simultaneously, justifying to consider only one signal at a time.

7.5 Selection of Same Flavor Final States

The ee and µµ final states are treated analogously in this analysis. The main challenge in these same
flavor final states is dealing with the large Z → ll (l=e,µ) background. Following the same strategy
as in the different flavor final states was found to be unfavorable, as the BDT is overwhelmed by
the dominant Z → ll background. This means that a BDT trained at this stage is not sensitive to
any other backgrounds than Z → ll, since the contribution of the other backgrounds to the total
background is too small to make a difference. The result of this is that the BDT is only able to
discriminate between signal and the Z → ll background yielding a poor suppression of the other
backgrounds. This is problematic for two reasons. First, this yields a poor signal to background
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ratio in the region of the BDT score containing the signal, because backgrounds other than Z → ll
are not suppressed. Second, it can cause problems in the fitting procedure since the unsuppressed
backgrounds tend to peak at the same position in the BDT score as the signal does. This can affect
the fit’s capability to extract the signal from data. Both issues result in a non optimal sensitivity
of the analysis. This issue is dealt with training two sets of BDTs 7. In both sets of BDTs, BDTs
are trained separately in the signal region of the µµ and ee final state using only the VBF H → τµ
(H → τe) sample as a signal in the BDTs of the µµ (ee) final state. A detailed description of the
training strategy for the BDTs in given in section 7.1.3.
The first set of BDTs, denoted from here on as BDTs1, are trained on all events of the same flavor
final states in each of the µµ and ee final states separately. The BDT score of the BDTs1 is then cut
on to suppress the Z → ll background. Events that receive a higher BDT score than the selected
cut value form the signal region, while all other events form a Z → ll control region. The Z → ll
control region is used to infer a normalization for the Z → ll background.
The events in the signal region are then used to train a second set of BDTs, denoted as BDTs2,
that are sensitive to all backgrounds due to the significantly reduced contribution of the Z → ll
background. The BDTs2 are then evaluated to calculate BDT scores in the signal region of the
corresponding final states. The distribution of this BDT score in the signal regions and the event
yield of the Z → ll control regions is finally used for the fit extracting the signal, described in
chapter 9. The analysis of the same flavor final states is discussed in the following in detail.

7.5.1 First Set of BDTs

Event Selection

Table 7.6 list the cuts used in the first part of the analysis of the same flavor final states. These
cuts are applied on top of the basic VBF selection described in section 5.3.

Cut name ee final state µµ final state

SF1 lH is electron lH is muon
SF2 lτ is electron lτ is muon
SF3 bTag = 0 bTag = 0
SF4 mll > 30 GeV mll > 30 GeV
SF5 mcoll > 80 GeV mcoll > 80 GeV

Table 7.6: Additional cuts for the same flavor final states. Events are kept, if the expression given
in the table evaluates as true.

Cuts SF1 and SF2 define the ee and µµ final state by demanding that both leptons, lH and lτ ,
are electrons or muons, respectively. The cut SF3 accepts only events that do not contain a jet
identified as a b-jet. This cut was introduced to suppress the contribution of events containing
b-jets, as the Z → ee and Z → µµ MC samples used in this analysis do not contain any matrix
elements for the heavy quarks8. Not suppressing events with an identified b-jet would therefore
cause an observable difference between the MC prediction and the data. This cut also decreases

7The SM H → ττ analysis of the ATLAS collaboration [37] dealt with this issue by introducing a very effective
upper cut on mll to suppress the Z → ll background. This is unfortunately not possible in this analysis, as the LFV
signal considered in this analysis has a higher di-lepton mass compared to H → ττ , causing a significant overlap of
signal and the Z → ll in this variable.

8MC samples of Z → ll background including the matrix elements for the heavy quarks are in principle available,
but it was beyond the timescale of this masters project to include them into the analysis framework.
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the contribution of the top quark background.
Unfortunately, it is not possible to use the events that contain an identified b-jet to form a meaning-
ful top quark control region as in the different flavor final states. This is due to the overwhelming
event yield of the Z → ll background in the same flavor final stats in combination with the missing
MC prediction for the production of the Z → ll background in association with heavy quarks. This
means that such a top quark control region has a large contribution from the Z → ll background
that is modeled very poorly in that specific phase space. This causes such a top control region to
show a significant deficit in MC prediction compared to the observed data, that is not caused by
a wrong normalization of the top quark background. Due to this and the fact that the top quark
background is only a minor contributor to the total background, it was decided not to introduce a
top quark control region for the same flavor final states.
The last two cuts, SF4 and SF5, are introduced to exclude a certain part of the phase space from
the analysis, that is modeled poorly by the MC samples. This is not hurting the sensitivity, as the
signal prefers larger values for both variables than the threshold values of the cuts.
Table 7.7 gives the applied normalization and scale factors. The normalization of the Z → ee and
Z → µµ background is inferred from all events in the corresponding final state, that are included
in the Z-peak region, defined by 80 GeV < mll < 100 GeV. The Z peak is very pure with respect

Norm factor ee final state µµ final state

Z → ee normalization 1.120 n.a

Z → µµ normalization n.a. 1.000

Embedding normalization 0.192 0.136

Fake scale factor 0.22± 0.03 0.337± 0.017

Table 7.7: Scale and normalization factors used in the same flavor final states. The normalization
factors for the Z → µµ and Z → ee are only used for the training and evaluation of BDTs1 and
will be replaced by normalization factors from the proper Z control regions, once they are at hand.

to the other backgrounds and the signal, as can bee seen in table 7.8 justifying the use of it for the
calculation of the norm factors. The norm factor is calculated by scaling the Z → ll background
in the Z-peak region such, that the expected event yield matches the observed data.
Table 7.8 shows the event yields for both final states, once for all events contained in the final state
and once for the Z-peak region. It can be seen that both final states are overwhelmed by Z → ll
background and contain an expected signal yield of the same order of magnitude as the different
flavor final states. The µµ final state has a higher event yield than the ee final state due to different
trigger P T thresholds and efficiencies. The overall expected event yields are in a good agreement
with the observed data.

BDT Training

Individual BDTs are trained with all events contained in each individual final state, starting with
the whole set of variables except d0lτ and S(d0lτ ). These variables were excluded from the training
of the BDTs, as they were found to be modeled unsatisfactory in the MC samples at this stage.
The final set of variables used for the training of BDTs1 is listed in table 7.9 for both final states.
Additionally, the rank that was assigned to each variable by the BDTs is given. A high rank (small
number) corresponds to a high usage of that variable in the BDTs.
The fact that BDTs of both final states prefer to use the same set of variables is expected, since
the Z → µµ and Z → ee behave very similarly and the composition of the backgrounds are almost
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ee final state µµ final state
all events Z-peak region all events Z-peak- region

Z → µµ 0.0± 0.0 0.0± 0.0 89668.4± 205.7 80791.8± 195.3
Z → ee 63105.5± 180.5 57485.5± 173.3 0.0± 0.0 0.0± 0.0

top quark 471.4± 11.5 84.5± 5.0 623.2± 13.8 119.6± 6.2
Z → ττ (EMB) 108.2± 3.7 6.3± 1.0 220.4± 4.2 11.7± 1.1
WW/WZ/ZZ 489.4± 10.2 354.3± 8.3 660.2± 12.3 478.5± 9.8
Fake-leptons 189.4± 14.4 60.0± 12.6 185.6± 18.9 59.8± 17.6
VBF H → ττ 2.5± 0.0 0.4± 0.0 4.1± 0.0 0.5± 0.0
ggH H → ττ 1.9± 0.1 0.3± 0.0 3.5± 0.1 0.5± 0.0
VBF H → τµ 0.0± 0.0 0.0± 0.0 9.4± 0.1 3.3± 0.1
ggH H → τµ 0.0± 0.0 0.0± 0.0 9.4± 0.4 3.9± 0.2
VBF H → τe 5.9± 0.1 2.3± 0.1 0.0± 0.0 0.0± 0.0
ggH H → τe 5.8± 0.3 2.0± 0.2 0.0± 0.0 0.0± 0.0

Sum H → τµ 0.0± 0.0 0.0± 0.0 18.9± 0.4 7.1± 0.3
Sum H → τe 11.7± 0.3 4.3± 0.2 0.0± 0.0 0.0± 0.0

Sum background 64368.3± 181.8 57991.3± 174.0 91365.4± 207.4 81462.4± 196.5
Observed data 64853.0± 254.7 57991.0± 240.8 91182.0± 302.0 81462.0± 285.4

Table 7.8: Event yields in the ee and µµ final state in the signal region and at the Z peak of the
signal region, that contains all events of the signal region with 80 GeV < mll < 100 GeV.

Variable Rank in ee final state Rank in µµ final state

mcoll 1 1

mjj 2 4

mll 3 2

x 4 3

∆φ(lτ , E
T
miss) 5 5

∆ηjj 6 6

Table 7.9: Variables and their ranking used in the training of the first BDTs in the ee and µµ
final state.

identical in both final states.
Figure 7.15 and 7.16 show the distribution of all used input variables in the ee and µµ final state,
respectively. All variables show a good separation between signal and background and a sufficiently
good modeling to justify their usage in the BDTs.
The correlations between the input variables are shown in figure 7.17. It can be seen that signal
and background show different correlations in multiple variable pairs that can be exploited by the
BDTs. It is expected that the correlation matrices of both final states are very similar, but the the
fact that they are identical is a coincidence.
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Figure 7.15: Input variables for the training of BDTs1 in the ee final state. The definitions of
the variables can be found in section 7.2. All plots show in the upper box the stacked background
contributions and the observed data (black dots). Additionally, the H → τe signal that is enhanced
by a factor of 50 is shown as a red (black) line for the VBF (ggH) production process. The lower box
gives the ratio of the observed data and the sum of all background models. All shown uncertainties
correspond only to the statistical uncertainties.
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Figure 7.16: Input variables for the training of BDTs1 in the µµ final state. The definitions of
the variables can be found in section 7.2. All plots show in the upper box the stacked background
contributions and the observed data (black dots). Additionally, the H → τµ signal that is enhanced
by a factor of 50 is shown as a red (black) line for the VBF (ggH) production process. The lower box
gives the ratio of the observed data and the sum of all background models. All shown uncertainties
correspond only to statistical uncertainties.
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Figure 7.17: The linear correlation coefficient of the input variables of the first set of BDTs for
the ee (µµ) final state on the left (right) hand side. The plots on top are for the signal used in
the BDT training, while the plots on bottom correspond to the weighted sum of all background
samples used in the BDT training.

BDT Score of First Set of BDTs

Figure 7.18 shows the BDT score of both final states. First of all it can be seen that the BDT
is not able to make use of the whole range of the BDT score given by [−1, 1]. This is due to the
fact that the BDT is not able to discriminate well between signal and background. Each decision
tree classifies an event either as signal (=1) or background (=-1). The BDT score is the weighted
average of theses responses of all individual decision trees. This means that an event receives only a
BDT score close to 1 (-1) if almost all decision trees classify the event as signal (background). This
means that the BDTs shown in this section are not able to classify events with very high accuracy,
as they do not assign BDT scores close to 1 or −1.
The BDTs manage nevertheless to gain a certain separation between signal and background, as
the signal peaks for both final states in the bin with the highest assigned BDT score, while the
sum of all backgrounds peaks at the lower range of the BDT score. The BDT score is furthermore
described reasonably by the background estimates, as the distribution of the BDT score of both
final states show no significant deviation between the observed data and the background estimates.
The binning of the BDT scores given in this section is not optimized, since this analysis does not
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Figure 7.18: BDT score of the first set of BDTs in the ee final state (left) and in the µµ final state
(right). The shown signal is enhanced by a factor of 50 and the given uncertainties correspond only
to the statistical uncertainties.

use the shown BDT scores as an input for a statistical evaluation.

Motivation for Using Second BDTs

Figure 7.18 shows additionally two worrisome features of the BDT sore of the first BDTs in the
same flavor final states. It is quite obvious that the signal to background ratio is very low, even
when considering only the highest bins in the BDT score, as the signal that is enhanced by a factor
of 50 does not overshoot the background estimates in the High BDT score region. It can be seen
as well, that some of the backgrounds peak at high values of the BDT score. This problem is
especially visible in figure 7.19 that shows the normalized distributions of the BDT score for signal
and background processes. The BDTs of both final states are not able to discriminate between
the LFV Higgs boson decays and the SM Higgs boson decay H → ττ . The Top, Z → ττ and
fake-leptons background backgrounds also peak in the same vicinity of the signal peak. The only
backgrounds that the BDTs are able to discriminate against are the Z → ll and to some extent
the WW/WZ/ZZ background, that behaves very much like the Z → ll background in some of the
input variables.
This is most likely an effect of the BDTs being overwhelmed by the dominant Z → ll background.
This causes an effective blindness of the BDTs to sufficient small background contributions in their
training, as the BDTs become only sensitive to a tiny background contribution if a specific node of
the BDT is sufficiently enriched in that background. If a background contribution is too small, a
stopping criterion of the BDT training is met before a such node is formed.
A possible solution for this problem would have been to give all backgrounds the same weight during
the training, causing most likely a worse performance of the BDT with respect to suppressing the
dominant Z → ll background. Therefore it was decided to pursue the strategy of cutting on the
BDT score of BDTs1 and training with BDTs2 a second set of BDTs. This is described in the next
section. This approach increases the sensitivity of the analysis significantly. It furthermore avoids



7.5 Selection of Same Flavor Final States 89

BDT score ee1
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

Top (471.4)

stat. unc. of Top

 (4.4)ττ→H

ττ→stat. unc. of H

e (11.7)τ→H

eτ→stat. unc. of H

ee

1µµBDT score 
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45  (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

 (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

 (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

 (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

 (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

 (18.9)µτ→H

µτ→stat. unc. of H

Top (623.2)

stat. unc. of Top

 (7.7)ττ→H

ττ→stat. unc. of H

µµ

BDT score ee1
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

 (Emb) (108.2)ττ→Z

 (Emb)ττ→stat. unc. of Z

ee (63105.5)→Z

ee→stat. unc. of Z

e (11.7)τ→H

eτ→stat. unc. of H

ee

1µµBDT score 
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45  (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

 (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

 (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

 (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

 (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

 (89668.4)µµ→Z

µµ→stat. unc. of Z

 (18.9)µτ→H

µτ→stat. unc. of H

 (Emb) (220.4)ττ→Z

 (Emb)ττ→stat. unc. of Z

µµ

BDT score ee1
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

e (11.7)τ→H

eτ→stat. unc. of H

WW/WZ/ZZ (489.4)

stat. unc. of WW/WZ/ZZ

Fake (189.4)

stat. unc. of Fake

ee

1µµBDT score 
­0.8 ­0.6 ­0.4 ­0.2 0 0.2

n
o
rm

a
liz

e
d
 t
o
 u

n
it
y

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45  (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

 (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

 (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

 (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

 (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

 (18.9)µτ→H

µτ→stat. unc. of H

WW/WZ/ZZ (660.2)

stat. unc. of WW/WZ/ZZ

Fake (185.6)

stat. unc. of Fake

µµ

Figure 7.19: The left (right) plots show the shape of signal compared to the shape of multiple
background processes for the signal region of the ee (µµ) final states for the corresponding BDT
score. The contributions of the ggH and VBF production modes of the various Higgs decays have
been added up. All shown distributions are normalized to unity and the given uncertainties are
only statistical. The number stated in the brackets corresponds to the expected event yield.
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implications of the peak structure of some of the backgrounds at a high BDT score, that could
limit the fits capability to extract the signal from data, as a background alone, or the sum of some
of the backgrounds, could either fake or mask a signal.

7.5.2 Second Set of BDTs

Event Selection

The BDT score from BDTs1 is now used to split the events from each final state into a signal and
Z → ll control region. The cut SF6 that is used for this splitting is given in table 7.10. It is applied
on top of the cuts of the basic VBF selection presented in section 5.3 and the cuts SF1 to SF5
from the previous section. Cut SF6 was manually selected as it suppresses the Z → ll background

ee final state µµ final state
Cut name ee Signal Region Z → ee CR µµ Signal Region Z → µµ CR

SF6 BDT score ee1 > 0.05 BDT score ee1 < 0.05 BDT score µµ1 > 0.05 BDT score µµ1 < 0.05

Table 7.10: Additional cut for the training of the second BDTs in the same flavor final states.
Events are kept, if the expression given in the table evaluates as true.

significantly, while sparing most of the signal. It was not optimized, as an optimization of this cut
is very time consuming, since a new set of BDTs would have to be trained for each cut value.
The cut SF6 introduced a control region for the Z → ee and Z → µµ background that is or-
thogonal to the corresponding signal region. These control regions are now used to determine the
normalization of the corresponding Z → ll background, by scaling this background such that the
background prediction matches the observed data. Table 7.11 gives the new normalization of the
Z → ll backgrounds and the used scale factors for the embedding and fake-lepton background
estimate. It can be seen that the normalization factors of the Z → µµ and Z → ee background
estimates are almost identical to the ones calculated previously in the Z-peak region listed in given
in table 7.7. The derived normalizations of the Z → µµ and Z → ee background is only used as an
estimate for the normalization in the training of the BDTs to ensure that they are trained with a
approximately correct relative background contributions. These normalizations are free parameters
in the fits performed in the statistical evaluation, allowing the fit to find on the best normalization
of these backgrounds.

Norm factor ee final state µµ final state

Z → ee normalization 1.126 n.a

Z → µµ normalization n.a. 0.999

Embedding normalization 0.192 0.136

Fake scale factor 0.22± 0.03 0.337± 0.017

Table 7.11: Scale and normalization factors used in the same flavor final states. The stated
normalization factors for the Z → ee and Z → µµ background replace the preliminary normalization
factors used in the previous section.

The expected event yield for the signal and control regions9 in the same flavor final states are given

9It can be seen that the total background event yield in the Z → µµ and Z → ee control regions does not match
exactly the observed data as it is expected due to some technical issue. The relative discrepancy is however at the
order of 10−5 and therefore negligible.
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in table 7.12. Less than 5 % of the Z → ll background of each final state pass the selection of
the signal region, while about 65 % of the signal events pass the selection of the signal regions,
enhancing the signal to background ratio by approximately a factor of 13 in both final states. The
sum of the backgrounds in the signal regions is still dominated by the Z → ll background, but the
the relative contribution from non-Z → ll backgrounds increased significantly from 2 % to 8 % (2 %
to 9 %)in the ee (µµ) final state.
The expected event yields of the µµ final state are in good agreement with the observed data, but
there is a shortage of events predicted by the background estimates compared to the observed data
in the ee final state, that is not covered by the given statistical uncertainties. There are multiple
systematic uncertainties in the ee final state, like the jet energy resolution or the energy scale of
the electrons, that can change the expected event yield of the Z → ee background in the signal
region by more that 10 % within a 1σ variation. This discrepancy between the observed data and
the background estimates in the signal region of the ee final state is therefore non significant.

ee final state µµ final state
ee Signal Region Z → ee CR µµ Signal Region Z → µµ CR

Z → µµ 0.0± 0.0 0.0± 0.0 4193.2± 52.4 85228.9± 198.6
Z → ee 2874.0± 41.8 60537.7± 176.5 0.0± 0.0 0.0± 0.0

top quark 125.0± 6.1 346.4± 9.7 192.8± 7.6 430.4± 11.5
WW/WZ/ZZ 56.4± 3.7 433.0± 9.5 93.1± 5.2 567.1± 11.1
Fake-leptons 47.4± 4.9 141.9± 13.7 65.9± 7.1 115.0± 18.6

Z → ττ (Emb.) 27.1± 2.0 81.1± 3.2 83.1± 2.6 137.4± 3.3
VBF H → ττ 1.6± 0.0 0.9± 0.0 3.0± 0.0 1.2± 0.0
ggH H → ττ 0.8± 0.1 1.1± 0.1 2.0± 0.1 1.6± 0.1
VBF H → τµ 0.0± 0.0 0.0± 0.0 7.3± 0.1 2.2± 0.1
ggH H → τµ 0.0± 0.0 0.0± 0.0 5.1± 0.3 4.3± 0.3
VBF H → τe 4.5± 0.1 1.4± 0.0 0.0± 0.0 0.0± 0.0
ggH H → τe 3.0± 0.2 2.8± 0.2 0.0± 0.0 0.0± 0.0

Sum H → τµ 0.0± 0.0 0.0± 0.0 12.4± 0.3 6.5± 0.3
Sum H → τe 7.5± 0.2 4.2± 0.2 0.0± 0.0 0.0± 0.0

Sum background 3132.4± 42.8 61542.0± 177.6 4633.1± 53.8 86481.5± 200.1
Observed data 3309.0± 57.5 61544.0± 248.1 4695.0± 68.5 86487.0± 294.1

Table 7.12: Expected event yields and observed (obs.) data of the same flavor final states, after
splitting the events of each final state in a signal and control region (CR). All given uncertainties
are of purely statistical nature.

Table 7.12 shows as well that there is no observable contamination with wrong signal in either final
state. In fact, not a single simulated H → τµ (H → τe) signal event passes the selection of the
ee (µµ) final state. This can be understood since a miss-labeling of the leptons in the same flavor
final states does not lead to the appearance of the signal in the wrong final state, as in the different
flavor final states. For the appearance of a signal event in the wrong same flavor final state it is,
for example for a H → τµ signal event, necessary that the muon is not detected, the τ decays into
an electron and another electron is associated with the event e.g. from a misidentified jet. This is
very unlikely and causes that not a single signal event passes the selection of the wrong same flavor
final state. Therefore it is not necessary to make any assumptions on the contamination with the
wrong signal for the same flavor final states.
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BDT Training

The events from the signal region are used to train a new set of BDTs. Table 7.13 lists the variables
that were found to contribute significantly to the performance and were therefore used for the BDTs
in the analysis. It gives additionally the rank that was assigned to the variable the BDTs. A high
rank (small number) correspond to a high usage of this variable by the BDTs.

Variable Ranks inee final state Ranks in µµ final state

∆Rll 1 2

mll 2 4

S(d0lτ ) 3 1

mcoll 4 6

mjj 5 9

ETmiss(hpto) 6 13

mT (ETmiss, lτ ) 7 7

xlτ 8 not considered

∆ηjj 9 10

x not considered 11

ETmiss 10 12

∆φ(lτ , E
T
miss) 11 8

Mcoll,ττ 12 3

d0lτ 13 5

Table 7.13: Variables and their rank used in the training of the second BDTs in the ee and µµ
final state.

The number of used variables increased compared to the first set of BDTs. This can be explained
by the fact that the events in the signal region behave very signal-like, since the first set of BDTs
assigned them a high BDT sore. This means that the differences between signal and background
are less pronounced in all variables that were already used in the training of the first set of BDTs.
Therefore, the second set of BDTs makes use of additional variables showing a separation between
signal and background, even if this separation was not large enough to be considered in the training
of the first set of BDTs.
The d0lτ and S(d0lτ ) variables were reintroduced to the set of variables, since they seem to be
modeled sufficiently well by the background estimates in this part of phase-space. They improve
the performance of the BDTs significantly, as these variables show a good separation between signal
and background and provide information on lτ that is independent of the other properties of lτ
that are used in the BDTs.
The BDTs trained for both final states make use of almost the same set of variables, as the Z → µµ
and Z → ee backgrounds behave very similar and the composition of the other backgrounds is
comparable. The distributions of all input variables for the second BDTs in the ee final state are
shown in figures 7.20, 7.21 and 7.22, while the corresponding distribution of the µµ final state are
shown in figures 7.23, 7.24 and 7.25.
The correlations of the input variables is shown in figure 7.26. Signal and background show different
correlations between the variables. This can be exploited by the BDTs to discriminate between
signal and background.
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Figure 7.20: Distribution of the input variable ETmiss(hpto) for the training of the second BDTs in
the ee final state. The definition of this variable can be found in section 7.2. The plot shows in the
upper box the stacked background contributions and the observed data (black dots). Additionally,
the H → τe signal that is enhanced by a factor of 50 is shown as a red (black) line for the VBF
(ggH) production process. The lower box gives the ratio of the observed data and the sum of all
background models. All shown uncertainties correspond only to statistical uncertainties.

Binning

The binning of the BDT score of the same flavor final states is selected analogously to the binning
in the different flavor final state according to the strategy discussed in section 7.3.3. Figure 7.27
shows the Asimov significance of the highest bin in the BDT score depending on lower bin edge x0.
The values of x0 that lie in the red shaded area cannot be selected due to the requirements on the
background. It is required that each considered background has a contribution in the highest bin
with a relative statistical uncertainty of less that 100 %.
The selected lower value of x0 for the lower bin edge is shown in green. This is the lower bin edge
with the best Asimov significance that fulfills the requirements on the background. The selected x0

of the µµ final state has the best Asimov significance of all tested values of x0, while the x0 with the
overall best Asimov significance can not be selected in the ee final states due to the requirements
on the backgrounds.
The selected values for x0 are 0.66 for the µµ final state and 0.57 for the ee final state. This
selection of the x0 values yields an Asimov significance of Sa = 0.94 ± 0.09σ for the highest bin
of the µµ final state that is significantly larger than the Asimov significance of Sa = 0.77± 0.07σ
archived in the the ee final state. This is due to the fact that it is not allowed to select the x0 values
yielding the highest Asimov significance for the ee final state in contrast to the µµ final state.
Additionally, it was decided to shift the high border of the the highest bin in BDT score to 0.74 and
0.72 for the µµ and ee final state, respectively, as the BDTs of the same flavor final states do not
make use of the high range of the BDT score. It was carefully checked, that no data or simulated
events were lost by neglecting the high BDT region due to the shift of the upper bin border of the
highest bin in the BDT score.
This procedure fixes the bin width of the highest bin of the BDT score. The width of this bin is
used for the all bins in the high BDT score region, since they contain a reasonable fraction of the
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Figure 7.21: Input variables for the training of the second BDTs in the ee final state. The
definitions of the variables can be found in section 7.2. All plots show in the upper box the stacked
background contributions and the observed data (black dots). Additionally, the H → τe signal
that is enhanced by a factor of 50 is shown as a red (black) line for the VBF (ggH) production
process. The lower box gives the ratio of the observed data and the sum of all background models.
All shown uncertainties correspond only to statistical uncertainties.



7.5 Selection of Same Flavor Final States 95

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

τd0 l
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2

1.3
1.4

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

)
τl

S(d0
0 0.5 1 1.5 2 2.5 3 3.5 4

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

jj
η∆

2 2.5 3 3.5 4 4.5 5 5.5 6

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2

1.3
1.4

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

)
miss

T,E
τ

(lφ∆
0 0.5 1 1.5 2 2.5 3

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2

1.3
1.4

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

llR∆
0 1 2 3 4 5 6

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2

1.3
1.4

E
v
e
n
ts

­1
10

1

10

2
10

3
10

4
10

5
10

ee 

­1
 L dt = 20.3 fb∫
 = 8TeVs

 ee→Z +single­toptt

WW/WZ/ZZ Fake

 (Emb)ττ→Z ττ→(125)VBFH

ττ→(125)ggFH Data 2012

e x50τ→(125)VBFH e x50τ→(125)ggFH

stat. unc.

 [GeV]jjm
0 100 200 300 400 500 600 700 800 900 1000

D
a
ta

/M
o
d
e
l

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

Figure 7.22: Distributions of input variables for the training of the second BDTs in the ee final
state. The definitions of the variables can be found in section 7.2. All plots show in the upper
box the stacked background contributions and the observed data (black dots). Additionally, the
H → τe signal that is enhanced by a factor of 50 is shown as a red (black) line for the VBF
(ggH) production process. The lower box gives the ratio of the observed data and the sum of all
background models. All shown uncertainties correspond only to statistical uncertainties.
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Figure 7.23: Distributions of input variables for the training of the second BDTs in the µµ final
state. The definitions of the variables can be found in section 7.2. All plots show in the upper
box the stacked background contributions and the observed data (black dots). Additionally, the
H → τµ signal that is enhanced by a factor of 50 is shown as a red (black) line for the VBF
(ggH) production process. The lower box gives the ratio of the observed data and the sum of all
background models. All shown uncertainties correspond only to statistical uncertainties.
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Figure 7.24: Distributions of input variables for the training of the second BDTs in the µµ final
state. The definitions of the variables can be found in section 7.2. All plots show in the upper
box the stacked background contributions and the observed data (black dots). Additionally, the
H → τµ signal that is enhanced by a factor of 50 is shown as a red (black) line for the VBF
(ggH) production process. The lower box gives the ratio of the observed data and the sum of all
background models. All shown uncertainties correspond only to statistical uncertainties.
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Figure 7.25: Distribution of the input variable ETmiss(hpto) for the training of the second BDTs in
the µµ final state. The definition of this variable can be found in section 7.2. The plot shows in the
upper box the stacked background contributions and the observed data (black dots). Additionally,
the H → τµ signal that is enhanced by a factor of 50 is shown as a red (black) line for the VBF
(ggH) production process. The lower box gives the ratio of the observed data and the sum of all
background models. All shown uncertainties correspond only to statistical uncertainties.

signal and might contribute to the sensitivity of the analysis. The bins in the medium BDT score
region are selected such that they have a bigger bin with. This is done to protect them against
statistical fluctuations. This does not hurt the sensitivity, as these bins have already a very poor
signal to background ratio and a low overall event yield. The low BDT region is combined to one
large bin, because a smaller binning is not suitable, as this would yield bins that have no predicted
contribution from all backgrounds. Such empty bins would be cumbersome in the fitting procedure,
as discussed in section 7.3.3.

BDT Score

Figure 7.28 shows the distribution of the BDT score of the second set of BDTs in the signal region
and the composition of the Z → ll control regions for both final states. The binning shown in
the plots is the final binning used in the statistical evaluation. The binning of the signal regions
corresponds to the optimized binning that was introduced in the previous section. All events from
the Z → ll control regions are combined to one bin, since it will only be used by the fit to infer the
normalization of the Z → ll background.
The second set of BDTs is capable to identify the signal better than the first set of BDTs. This
is indicated on one hand by the capability of the BDTs to assign higher BDT scores and on the
other hand by a significantly improved signal to background ratio in the highest bins of the BDT
score. This improved signal to background ratio can bee seen by comparing the distributions of
both BDT scores given in figure 7.28 for the second sets of the BDTs and in figure 7.18 for the first
set of BDTs. The signal shown in all distributions is enhanced by a factor of 50. The plotted signal
of the second sets of BDTs is able to overshoot the plotted background estimates in the highest
bins, while this does not happen for the first sets of BDTs. The assignment of higher BDT scores
means that more of the individual decision trees are capable to identify signal-like events as signal,
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(b) VBF H → τµ in signal region of the µµ final
state
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Figure 7.26: The linear correlation coefficient of the input variables of the second BDTs of the ee
(µµ) final state on the left (right) hand side. The plots on top are for the signal used in the BDT
training, while the plots on bottom correspond to the weighted sum of all background samples used
in the BDT training.

and is therefore an indication of an improved performance of the BDTs.
The first set of BDTs showed the cumbersome behavior of not being able to separate between signal
and all considered backgrounds, as some of the backgrounds showed a peak-structure in the BDT
score that is very similar to the one of the signal. The separation between the peaks of signal and
backgrounds in the BDT score has improved significantly compared to the first set of BDTs. This
can be seen in figure 7.29 that compares the shape of the signal with all considered backgrounds
for the second set o BDTs. None of the backgrounds peaks in the direct vicinity of the peak of the
signal in the highest BDT score.
The Z → ee and Z → µµ control region, that are shown in figure 7.28 (b) and (d), are very pure
in the Z → ee and Z → µµ background, respectively, justifying their usage in the derivation of the
normalization of the corresponding Z → ll background.
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Figure 7.27: Asimov significance Sa of the highest bin of the BDT score that contains all event
in the interval [x0, 1] depending on the lower bin bound x0. The left (right) plot shows the ee (µµ)
final state. The Asimov significance corresponding to the selected x0 is marked in green, while the
Asimov significance of all other tested x0 are shown in black. The selection of a x0 lying in the red
area is not allowed by the requirement on the background predictions. The shown uncertainties
are inferred from the statistical uncertainties of the signal and background predictions.

Unfortunately it can bee seen that the BDT scores of the second BDT are not modeled very well
by the background estimates. The previously discussed overall too small background prediction of
the signal region of the ee final state causes a tension between data and the background estimates,
as can be seen in figure 7.28 (a). Almost all bins show a shortage of the background estimate
compared to data. Nevertheless, the shape of the BDT score of the signal region of the ee final
state is modeled sufficiently. The BDT score of the µµ final state is shown in figure 7.28 (c). It can
be seen that the modeling of the shape of the BDT score has some issues in this final state, while
the background estimates predict the overall event yield well. There are two bins, the highest bin
and the bin in the vicinity of a BDT score of 0.2, with a significant gap between the background
predictions and the observed data.
It was unfortunately not possible to track down the sources of the miss-modeling and correct
them within the timescale of this master’s thesis. Therefore the distributions of the second BDT
score were used in the statistical evaluation, although they show the previously discussed tensions
between data and the background prediction.
The presence of a large signal would be visible in the highest bin of the BDT score, as it provides
a reasonable signal to background ratio. The highest bin of the BDT score shows a shortage of
observed data in the µµ final state and a good agreement between observed data and the background
estimates in the ee final states. This means that there is no obvious footprint of a signal in the
same flavor final states.
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Figure 7.28: Distribution of the BDT score in the signal region and composition of the Z → ll
control regions of both same flavor final states. Figure (a) and (b) correspond to the ee final state,
while Figure (c) and (d) correspond to the µµ final state. The shown signal is enhanced by a factor
of 50.
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Figure 7.29: The left (right) plots show the shape of the signal compared to the shape of multiple
background processes for the signal region of the ee (µµ) final states for the corresponding BDT
score. The contributions of the ggH and VBF production modes of the various Higgs decays have
been added up. All shown distributions are normalized to unity and the given uncertainties are
purely statistical. The number stated in the brackets correspond to the expected event yield.



Chapter 8

Systematic Uncertainties

This chapter gives an overview of the considered systematic uncertainties and their treatment.
Systematic uncertainties arise typically if a quantity is used in the analysis that is not known
precisely. Such a quantity can be for example the energy scale of the electrons. These quantities
are measured carefully and their best estimated value, denoted by the nominal value, is used in the
analysis as an estimator for them. The nominal value is nevertheless not necessarily the correct
value and hence introducing a bias to the analysis. This possible bias of the analysis is usually
estimated by changing the considered quantity from its nominal value to its nominal value plus
(minus) its estimated upper (lower) uncertainty and inferring the effects of this on the distribution
of the final discriminant of the analysis in terms of the variation of the event yield and the variation
of the shape. These effects are then considered as additional uncertainties in the fit model.

8.1 Considered Systematic Uncertainties

This analysis uses almost the same set of systematic uncertainties as theH → ττ analysis of ATLAS.
This thesis describes therefore only uncertainties in detail that are specific to the presented analysis.
A more detailed description of the systematics that were also used in the H → ττ analysis can be
found in reference [37]. The considered systematic uncertainties can be divided into three groups:
experimental uncertainties, background modeling uncertainties and theoretical uncertainties of the
Higgs boson samples.

8.1.1 Experimental Uncertainties

This group includes the important experimental uncertainties originating from uncertainties on the
efficiencies for triggering, object identification and reconstruction, uncertainties on the energy scale
and resolution of objects and the uncertainty on the luminosity. This group of uncertainties is not
discussed in detail, since the presented analysis uses exactly the same experimental uncertainties
as the SM H → ττ [37] analysis of the ATLAS collaboration.

8.1.2 Background Modeling Uncertainties

The following list gives the uncertainties that affect only specific backgrounds.

• Z → ττ (Emb.): This analysis applies the same systematic uncertainties on the embedding
background estimate as the SM H → ττ analysis of the ATLAS collaboration.
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• Fake-leptons: Two uncertainties are considered for the estimation of the fake-lepton back-
ground. The first uncertainty, denoted by FakeHistoSys, is calculated by repeating the fake

Final state Effect on event yield

µµ ±14.8 %

ee ±43.4 %

µe ±7.9 %

eµ ±7.2 %

Table 8.1: Effects of the uncertainty FakeHistoSys on the event yield of the fake-lepton background
in the four final states.

estimate in a same-sign control region with the same event selection as in the main analysis,
but asking for two leptons of the same charge. The template for the fake-lepton background
that was extracted in the same-sign control region is then scaled to the expected event yield
of the signal region times the difference of the fake-scale-factors of the signal and control
region normalized to the fake-scale-factor of the signal region. This modified prediction of
the fake background is then used as an estimate for the uncertainties on the derivation of the
fake-lepton estimate. Table 8.1 gives the uncertainties on the event yield of each final state
due to this uncertainties. They range between 7.2 % and 43.4 %.
Since the fake-lepton estimate is known to be not modeled precisely, a second uncertainty of
±20 % is applied on the event yield of this background estimate, to make sure that a potential
small mismodeling of this background is covered by the applied uncertainties, as in the SM
H → ττ analysis of the ATLAS collaboration.

• Top quark background: It was not possible to realize a data driven normalization of the
top quark background in the same flavor final state, due to some issues in the modeling
of the Z → µµ and Z → ee background in that specific phase space (for more details on
this see section 7.5.1). Therefore additional uncertainties on the event yield of the Top
background are applied in the same flavor final states: one for the uncertainty of the QCD
scale (+2.53 %;−3.40 %) and one for for the uncertainty on the PDFs and αs (±4.63 %). These
uncertainties were estimated from the theoretical uncertainties on the top quark production
cross section from reference [114]. They do however not cover any effects on the shape of the
Top backgrounds.

• Z → ee in the ee final state: It was necessary to introduce scale factors for the Z → ee
background in the derivation of the scale factor for the fake-leptons background of the ee
final state, as discussed in section 4.2.3. An uncertainty on this is estimated by rerunning
the analysis without applying the scale factors. The obtained distribution of the BDT score
is then used as an estimate for the effects of potential systematic uncertainties caused by the
reweighing procedure. It has an effect of 0.8 % (0.03 %) on the event yield of the Z → ee in
the ee signal region (Z → ee control region).

8.1.3 Theoretical Uncertainties of the Higgs Boson Samples

The timescale of this master’s thesis did not allow to calculate the theoretical uncertainties on the
Higgs boson samples in detail. They are nevertheless important, since they can have a large impact
on the event yield of the Higgs boson MC samples. Therefore, it was decided to use the effect of
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these systematic uncertainties on the event yield of the fully leptonic final state of the SM H → ττ
analysis of the ATLAS collaboration [37] as an estimate. This procedure does obviously not allow
to consider effects of these uncertainties on the shape of the BDT score distributions.

Production Name Effect on event yield
mode −1σ +1σ

ggH pdf Higgs gg ACCEPT −10.3 % +5.5 %

ggH pdf Higgs gg −6.9 % +7.7 %

ggH QCDscale ggH −21.0 % +26.0 %

ggH ATLAS UE gg −4.0 % +4.0 %

VBF pdf Higgs qq ACCEPT −2.2 % +0.9 %

VBF pdf Higgs qq −2.8 % +2.6 %

VBF QCDscale qqH −2.5 % +2.5 %

VBF ATLAS UE qq −1.0 % +1.0 %

VBF NLO EW Higgs −2.0 % +2.0 %

Table 8.2: Effects of the theoretical uncertainties of the Higgs samples in the fully leptonic final
states of the H → ττ analysis of the ATLAS collaboration on the expected event yield. They are
used as an estimation for these uncertainties in the presented analysis

The considered uncertainties and their effects on the event yield are listed in table 8.2. They corre-
spond to the theoretical uncertainties in the parton distribution functions (pdf), the uncertainties
in the molding of the underlying events (UE), the QCD scale and the uncertainties on the NLO
electroweak corrections on the production of a Higgs boson via the VBF production mode. These
uncertainties are applied on the LFV signal and the SM Higgs boson background samples, but the
uncertainties are assumed to be uncorrelated between these two sets of samples in order to have a
more conservative estimate.

8.2 Treatment of Systematic Uncertainties

This section summarizes the treatment of systematic uncertainties. At first, the used methods are
introduced, followed by a discussion of the actual treatment of systematic uncertainties.
The systematic uncertainties are handled mostly at the level of histograms of the final discriminant
in the binning used in the statistical evaluation. Usually, there is one nominal histogram inferred
from the analysis using all nominal values of the error-prune quantities and two histograms for each
systematic uncertainties corresponding to the analyses carried out with the value of the quantity
linked to the systematic uncertainty being set to the nominal value plus (minus) its upper (lower)
uncertainty denoted by up-type (down-type) histogram.

8.2.1 Symmetrization of Missing Histograms

Not all estimates of the systematic uncertainties provide information on both, the upper and lower
uncertainty, hence either the up-type, or down-type histogram is not available for these uncertain-
ties. This lack of information on the effects of the upper or lower uncertainty is artificially caused by
limitations on the estimates of these uncertainties and therefore not scientifically motivated. Due
to this, it is necessary to find a reasonable way to estimate the missing information on the effects of
the upper or lower uncertainty on the analysis. This analysis deals with this issue by creating the



106 8 Systematic Uncertainties

missing histogram by symmetrizing the available histogram with respect to the nominal histogram.
The algorithm needs two input histograms, the nominal histogram, and the available up- or down-
type histogram. For notational convenience it is assumed in the following that the available his-
togram is the up-type histogram. First, both input histograms are normalized to unity. The content
of the missing down-type histogram, is calculated bin-wise. A factor fi s calculates for each bin i
by

fi = content of bin i of up-type histogram
content of bin i of nominal histogram , (8.1)

that is capped at 2 meaning that values larger than 2 of fi are set to 2. This is necessary to limit
the bin content of the created histogram to physical meaningful values. The content of bin i and
its uncertainty of the down-type histogram is than calculated by scaling the bin content and the
uncertainty of bin i of the nominal histogram by the factor (2 − fi). So far, this procedure sym-
metrized the effects on the shape of the final histogram. The down-type histogram is now scaled
such that its integral shows the same absolute difference to the nominal histogram, as the up-type
histogram, but in the opposite direction. Figure 8.1 gives an example of a histogram that was
created by the symmetrization process.
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Figure 8.1: Example of the result of the symmetrization process. The down-type histogram,
shown in red, was created by the symmetrization process. The corresponding nominal and up-type
histograms are given in black and green, respectively.

8.2.2 Pruning of Systematic Uncertainties

The influence of a systematic uncertainty on the shape of the distribution of the final discriminant is
tested with a so called pruning procedure. This pruning procedure is done for each of the considered
systematic uncertainties separately using the nominal, up- and down-type histograms. In the first
step, these histograms are normalized to unity to eliminate effects on the total event yield. Then
two χ2 test are executed: one between the up-type and the nominal histogram and one between the
down-type histogram. A systematic uncertainty is considered to not have an effect on the shape
of the distribution of the final discriminant if both test yield a χ2 square probability of more than
95 %. In this case it is said that the systematic is pruned meaning that its effects on the shape of
the final discriminant will not be considered in the fit model, as they were found to be insignificant.
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8.2.3 Applied Treatment of Systematic Uncertainties

Each systematic uncertainty is tested for each considered process (background and signal estimates)
for its impact on the analysis. This testing procedure decides how, or whether at all, a systematic
uncertainty is introduced to the fit model for the given process. The whole treatment is visualized
in figure 8.2. Systematics - procedure 

20.10.15 Search for H !�μ in the µe final state using VBF Topology 1 

Systematic 

Has Histogram 

All Histos exist 
and  are OK 

Influence: changes event 
yield more then 0.5% 

1 Histo does 
not exist 

Symmetrize 
missing  
Histogram 

No Histogram 

Pruning 

neglect OverallSys OverallSys + HistoSys Yes No 
Legend 

All Histos exist 
But are not OK 

Neglect Histo 
With smaller 
effect on event 
yield 

Figure 8.2: Illustration of the treatment of systematic uncertainties in this analysis. Histo is used
as an abbreviation for histograms.

First it is checked if any histogram is available for this systematic uncertainties. Most systematic
uncertainties have associated histograms, except the ones that affect by definition only the event
yield and not the shape of the final discriminant. Such uncertainties are within this analysis for
example the uncertainty on the luminosity or the applied estimates of the theoretical uncertainties
on the Higgs samples. These systematics are checked for influence on the total event yield. They
are introduced as an OverallSys (Systematic on the overall event yield) to the fit model, if they
have an effect on the event yield of more than 0.5 %, and neglected if they do not.
The treatment of systematics that come with at least one histograms is shown in the right branch
of figure 8.2. First it is checked if the up- and down-type histograms are available and if the
histograms are OK. The histograms are considered to be OK if the up- and down-type histograms
change the event yield in a different direction1. If the histograms were found to be not OK, the
histogram (up- or down-type) with the smaller effect on the yield gets removed from the procedure
an the systematic uncertainty is treated from here on in the same way as systematic uncertainties
that have only one of the up- or down-type histograms. This is done since it might cause trouble
in the fitting procedure if both the upward and downward variation of the systematic causes the

1This means that one of the up- or down-type histograms decreases the event yield, while the other is increasing
the event yield.
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event yield to be shifted in the same direction and it is anyway the more conservative approach.
All systematic uncertainties that have only one of the up- and down-type histograms are given
to the symmetrization algorithm to create the missing histogram and are treated from here in the
same way as the histograms that had both histograms from the beginning and were found to be OK.
The histograms of these systematic uncertainties are tested by the pruning procedure, described
above, if their effect on the shape of the distribution of the final discriminant can be pruned away.
If this is the case, they are tested for their influence on the event yield and either introduced as an
OverallSys or neglected depending if they have an effect on the event yield of more that 0.5 % or
not. If their effect on the shape of the final discriminant is not pruned away, they are introduced
as an OverallSys and a HistoSys (Systematic on the shape of the distribution).
The main idea behind this whole process of neglecting the effects of the systematic uncertainties, if
they were found to be insignificant, is to keep the fit model as simply as possible. This is desirable as
it helps to prevent potential numerical issues and reduces the computational effort in the statistical
evaluation.



Chapter 9

Statistical Analysis and Results

This chapter presents the statistical evaluation of the distributions of the final discriminant, the
BDT score, that were derived in chapter 7. Fits are used to extract information on the possible
present LFV signal from the observed data, by adjusting the distributions of the BDT score of all
considered signal and background processes to the observed data. The contributions of the Z → ee
and Z → µµ background were summed in the same flavor final state due to their small event yield.
The sum of these two backgrounds is denoted as Z → ll.
The first section describes briefly the used fit model. It is followed by a section discussing the
results of the fitting procedure in each final state. A combined fit for the H → τµ (H → τe) signal
is presented in the third section using a simultaneous fit in the µe and µµ (eµ and ee) final state.
The last section of this chapter summarizes the obtained results.

9.1 Fit Model

Extended maximum-likelihood [115] fits are performed to extract information on the signal strength
of the LVF Higgs boson decays from the distribution of the BDT scores in the various signal
regions and the event yields in the background control regions. The statistical model used in the
fits performed in this analysis are built using the tool HistFactory [116]. It is used to create the
likelihood function that is needed as an input for the fits and the calculation of the upper limits
on the branching ratio of the signal. The underlying statistical model and the exact form of the
likelihood function is described in detail in reference [116].
The derived upper limits on the branching ratio of the LFV Higgs boson decays limits are calculated
using the CLs modified frequentist formalism [117]. All presented limits are calculated at 95 %
confidence level.

9.1.1 Systematic Uncertainties in the Fit Model

Systematic uncertainties are included into the fit model as constrained nuisance parameters. This
means that the fit is allowed to pull these parameters from their nominal values, but the likelihood
is modified directly by this pull, as it contains a Gaussian term for each of the constrained nuisance
parameters.
HistFactory offers two different ways to include systematic uncertainties, OverallSys and HistoSys.
A systematic uncertainty introduced as OverallSys considers only the effect of the systematic un-
certainty on the event yield of the process and does not consider any effects on the shape of the final
discriminant. In contrast to this, a systematic uncertainty introduced as a HistoSys considers only
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the effects of the systematic uncertainty on the shape of the distribution of the final discriminant.
Whether the effect on the event yield and the shape of the distribution or only the event on the
event yield is considered in the fit is explained in section 8.2.
Systematic uncertainties are considered to be fully correlated between the signal and control region
in each individual final state. The combined fits performed simultaneously in two final states treat
most of the systematics as fully correlated. Only the systematics of the fake-lepton background
estimate are assumed to be uncorrelated between the final states in those combined fits.

9.1.2 Treatment of Statistical Uncertainties of the Considered Processes

The statistical uncertainties are fully considered in this analysis, since the statistic of most MC
samples is relatively small in the selected phase space region of the VBF topology. HistFactory
treats them as constrained bin-by-bin scale factors that are shared by all considered processes. For
more details on this see reference [116].

9.1.3 Free Parameters of the Fit

The fit model includes a handful of free parameters. The fit is allowed to pull these parameter to
any value, within their given range, without modifying the likelihood directly. This is possible, as
the likelihood does not contain any terms restricting the value of these free parameters directly.
This analysis uses free parameters for two purposes in its fit model. They are used for the
parametrization of the signal strength µ and for the normalization of the dominant background
contribution in each final state. Table 9.1 gives an overview of the free parameters in the fit model
sorted by the final states.

Final state Name Range

ee µ (H → τe) [−10, 10]
norm Zee [0.5, 1.5]

eµ µ (H → τe) [−10, 10]
norm TopEMu [0.5, 1.5]

µµ µ (H → τµ) [−10, 10]
norm Zmumu [0.5, 1.5]

eµ µ (H → τµ) [−10, 10]
norm TopEMu [0.5, 1.5]

Table 9.1: Free parameters of the fit model sorted by the final states. A value of the signal
strength of µ = 1 corresponds to a branching ratio of the corresponding decay of 1 %.

It can be seen that the signal strength µ is allowed to take negative values. It is necessary to intro-
duce these negative values of the signal strength, although they are not physically motivated, as
limiting µ to positive values would introduce a bias to the fit model and is therefore not acceptable.
This is especially an issue in combined fits with multiple signal regions, where a fit limited to µ > 0
is only able to absorb upward fluctuations in the observed data in a given set of signal regions in
the fitted µ, while it is not able to absorb downward fluctuations in another set of signal regions
into the fitted µ, introducing obviously a bias.
The normalization of the main background in each final state is inferred from data by keeping it a
free parameter in the fit. Chapter 7 introduced a control region for each of these backgrounds to
constrain the free floating normalization constants. The normalization factors of the background
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are only applied to those final states that include a control region for this specific background,
otherwise the backgrounds are normalized according to their estimated event yields.

9.1.4 Asimov Dataset

The so-called Asimov dataset is a toy dataset built from the background and signal estimates, hence
does not contain any observed data. It is constructed by adding all pre-fit background estimates
and the pre-fit signal expectations that are scaled to a specific input signal strength µ. A µ = 1
corresponds in this analysis to a branching ratio of the considered decay (H → τµ or H → τe) of
1 %. This analysis uses Asimov datasets with an input of µ = 0, 1, 5, to test the performance of
the fit. The fit’s capability to retrieve the input µ is tested and the observed significance on the
Asimov dataset is used as an estimation for the significance for a given µ. The Asimov dataset
with µ = 0 is used additionally to extract the expected upper limit on the branching ratio.

9.2 Expected Sensitivity and Results in Individual Final States

This section presents the fits performed separately on each of the four final states. This provides
two independent measurements of both possible signals, as each fit in the µe and µµ final states
extracts information on the possible H → τµ signal, while the individual fits in the eµ and ee
extract information on the possible H → τe signal. All final states are treated analogously.

9.2.1 Fit for H → τµ in the µe Final State

Expected Sensitivity

The performance of the fit is tested using Asimov datasets with different input values for the signal
strength µ. A value of µ = 1 corresponds to a branching ratio of 1 % of the decay H → τµ.
Table 9.2 gives the tested input values of the signal strength µ, the best fit value µ̂ of µ and the

µ in Asimov data µ̂ expected significance

0 0.00± 0.71 -0.01
1 1.00± 0.87 1.30
5 5.00± 1.45 5.30

Table 9.2: Performance of the fit in the µe final state on Asimov data with a different input value
of the signal strength µ.

expected significance. It shows first that the fit is able to recover the input value of µ well, without
a bias. Second, the expected significance shows that the fit has sensitivity for the tested input
values µ that are allowed by the indirect limits on the H → τµ. A signal strength of µ = 5 yields
for example an expected significance of more that 5σ.
Table 9.3 gives the expected upper limit and its uncertainties for the branching ratio of the H → τµ
decay at 95 % confidence level. The limit and its uncertainties were calculated using Asimov data
with µ = 0. The expected limit of the fit in this single final state is already better than the indirect
limits discussed in section 2.2.2.
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+2σ 4.0 %
+1σ 2.6 %

Median 1.7 %

−1σ 1.2 %
−2σ 0.8 %

Table 9.3: The expected upper limit and its uncertainties on the branching ratio for the decay
H → τµ at a confidence level of 95 % derived from the fit in the µe final state.

Results in Data

No hints for the LFV decay H → τµ are observed. Table 9.4 summarizes the information on the
H → τµ decay that was extracted by the fit. Applying a fit to the observed data yields a best

µ̂ observed significance observed limit BR(H → τµ)

0.9 ± 0.8 1.2σ 2.5 %

Table 9.4: Best fit value µ̂ for the signal strength µ of the H → τµ signal, the observed significance
and the observed upper limit on the branching ratio (BR) of the decay H → τµ at 95 % confidence
level for the fit in the µe final state.

Process/Region
µe Signal Region µe Top Quark CR

Total 2nd last bin Last bin Total

Top quark 660± 40 6.6± 1.8 6.3± 0.9 4150± 70
Z → ττ (Emb) 265± 15 3.2± 0.4 2.03± 0.25 68± 5
WW/WZ/ZZ 158± 12 1.07± 0.22 1.10± 0.26 20.3± 3.3
Fake-leptons 91± 17 1.9± 0.8 0.14± 0.31 38± 7
Z → ll 25± 4 0.22± 0.08 0.160± 0.033 2.7± 0.5

VBF H → ττ 3.02± 0.22 0.26± 0.04 0.38± 0.06 0.38± 0.04
ggH H → ττ 2.7± 0.8 0.16± 0.05 0.20± 0.06 0.44± 0.13

VBF H → τµ 5± 4 0.7± 0.6 2.9± 2.6 0.6± 0.5
ggH H → τµ 4± 4 0.6± 0.6 1.2± 1.1 0.5± 0.5

Total Bkd. 1205± 32 13.5± 2.4 10.3± 3.5 4280± 70
Data 1212 12 16 4283

Table 9.5: Expected event yield and data in the µe signal region and in the µe top quark control
region (CR) after the fit in the µe final state using best fit-values for all parameters. The composition
of the last and 2nd last bin of the BDT score (two highest bins in the BDT score) of the µe signal
region is given additionally. The uncertainties of the individual processes are only systematic
uncertainties, while the given uncertainty on the total background (Bkd.) correspond to systematic
and statistical uncertainties.

fit value µ̂ of the signal strength of µ̂ = 0.9 ± 0.8 which is in good agreement with the SM only
hypothesis corresponding to µ = 0. This is emphasized as well by the observed significance of 1.2σ.
The mild observed excess of events in the highest bin of the BDT score in the signal region of this
final state causes nevertheless the observed limit of 2.5 % to be larger than the expected limit.
Figure 9.1 shows the post-fit distribution of the µe signal region and the composition of the µe top
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quark control region. Post-fit means here, that the best fit values for all nuisance parameters and
the signal strength are used for the shown distribution. Please note, that the signal is, in contrast
to all pre-fit plots, stacked with the backgrounds. The plots demonstrate that the observed data
are described well by the post-fit signal and background model.
Table 9.51 gives the post-fit event yields meaning that the best fit values for all nuisance parameters
and the signal strength are used. It lists the event yields of all processes considered by the fit for
the µe top quark control region, the µe signal region and the two highest bins in the BDT score of
the µe signal region. It can be seen that the observed data are in good agreement with the fitted
event yields of background and signal. The large uncertainties on the signal yield are due to the
large uncertainties on the signal strength µ.
The so called pull-plot for the fit performed in the µe final state is given in figure 9.2. A pull-plot
illustrates the impact of all considered nuisance parameters2 θ on the best fitted signal strength
µ̂ and the effect of the fit on the nuisance parameters themselves. The nuisance parameters are
ranked with respect to their post-fit impact on µ̂ from large impact on the top to a small impact on
the bottom. The impact of a nuisance parameter on the signal strength is measured by changing
the nominal value of one nuisance parameter at a time to its nominal value plus (minus) its upper
(lower) uncertainty and performing a fit with each shifted value of the nuisance parameter. Then
the difference in µ̂ between the fit with the nominal and shifted value of the nuisance parameter,
denoted by ∆µ̂, is calculated. This is done once with the pre-fit and post-fit values of the nuisance
parameters corresponding to the pre- and post-fit impact of the nuisance parameter. A large value
of ∆µ̂ corresponds to a large impact of this nuisance parameter on the fitted signal strength. The
color code of the nuisance parameters in the labels of the y-axis illustrates the nuisance parameters’
origin.
A pull-plot illustrates furthermore the impact of the fit on the nuisance parameters θ themselves
by showing their so called pulls and constraints. A nuisance parameter is said to be pulled if the
best fit value of the nuisance parameter θ̂ is shifted to another value than the nominal pre-fit value,
denoted by θ0. The pull-plots show the pull of each systematic and a relative scale by dividing θ̂−θ0

by the pre-fit uncertainty of the nuisance parameter which is given by ∆θ. A nuisance parameter is
said to be constrained if its pre-fit uncertainty is larger than its post-fit uncertainty. The pull-plot
for this fit shows that none of the considered nuisance parameters is pulled by the fit to a best-fit
value lying outside of its pre-fit uncertainties. It can be seen that nevertheless one of the nuisance
parameters is pulled relatively strong compared to all other nuisance parameters. This nuisance
parameter describes the systematic uncertainty of the shape of the distribution of the fake-lepton
background (labeled by FakeHistoSysMuE ). The prediction of this background is known to be not
precise, as its modelling is very challenging.
The fit is able to constrain the uncertainties of some nuisance parameters due to the observed data.
This can be seen in the pull-plot by comparing the pre-fit uncertainties of the nuisance parameters,
denoted by the red error bars, with the post-fit uncertainties given by the black error bars. It can
be seen that one nuisance parameter, the normalization of the top quark background (labeled by
ATLAS norm Top MuE ), gets constrained a lot. The normalization of the top quark background
is a free parameter in the fit that is allowed to float in a relatively wide range, hence the large

1Please note that the systematic uncertainties on individual background contributions can be of the same size,
or even larger than the statistical and systematical uncertainties of the total background, as the fit might not be
able to constrain the contribution of an individual background as much as the total background contribution due to
correlations between the different background contributions.

2The term nuisance parameters denotes here all systematic uncertainties and the free-floating normalization factors
considered in the fit.
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pre-fit uncertainty. The fit is able to constrain this parameter significantly due to the top quark
control region that was solely introduced for this purpose. In a nutshell, the pull-plot shows no
worrisome feature making the fit results trustworthy.
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Figure 9.1: Post-fit distribution of the BDT score in the µe signal region (top) and post-fit com-
position of the µe top quark control region (bottom) in the µe final state. The shown uncertainties
correspond to the full systematic and statistic uncertainties of signal and background. Best fit val-
ues are used for all shown distributions. Please note that these plots show signal and background
stacked on each other in contrast to the pre-fit plots.
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Figure 9.2: Pull-plot of the fit performed in the µe final state. This plot has two different x-axes,
one on the top and one on the bottom. The x-axis given on the top quantifies the impact of each
listed nuisance parameter θ on the best-fit value of the signal strength µ̂ given by the yellow and
blue dotted bands corresponding to the pre- and post-fit impact, respectively. The lower x-axis
quantifies the impact of the fit on the nuisance parameters themselves. The black dots represent
the so called pull of each nuisance parameter given by the difference of the best fit value θ̂ and the
pre-fit value θ0 normalized to the pre-fit uncertainties ∆θ. The red and black error bars represent
the pre- and post-fit uncertainties of the nuisance parameter, respectively.
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9.2.2 Fit for H → τµ in the µµ Final State

Expected Sensitivity

The expected sensitivity from fits to various Asimov datasets is summarized in table 9.6. The fit
is capable to retrieve the input value of the signal strength µ well without showing any hints for a
bias. It can be seen that the µµ final state is less sensitive that the previously discussed µe final
state, since the expected significance is lower and the expected upper limit on the branching ratio
of the H → τµ decay, given in table 9.7, is weaker. This is expected due to the overwhelming
Z → µµ background in this final state yielding a smaller signal to background ratio.

µ in Asimov data µ̂ expected significance

0 0.00± 1.14 0.01
1 1.00± 1.33 0.79
5 5.00± 1.98 2.98

Table 9.6: Performance of the fit in the µµ final state on Asimov data with a different input value
of the signal strength µ.

+2σ 6.3 %
+1σ 4.2 %

Median 2.7 %

−1σ 1.9 %
−2σ 1.3 %

Table 9.7: The expected upper limit and its uncertainties on the branching ratio for the decay
H → τµ at a confidence level of 95 % derived from the fit in the µµ final state.

Results in Data

No hints for the LFV decay H → τµ are observed. The results of the fit performed on the observed
data in the µµ final state are given in table 9.8. The signal strength is fitted to a negative value
of µ̂ = −3.5 ± 1.00. This is due to a lack of observed data in the highest bin of the BDT score in
the µµ signal region compared to the background predictions. This lack of observed data explains
as well the fact that the observed limit is with 1.5 % much stricter than the expected limit of
2.7 %. The observed limit is nevertheless still covered by the 2σ uncertainty of the expected limit.
Table 9.9 gives the post-fit event yields in the Z → µµ control region, the µµ signal region and the

µ̂ observed significance observed limit BR(H → τµ)

−3.5 ± 1.00 −2.6σ 1.5 %

Table 9.8: Best fit value for µ, observed significance and upper limit on BR(H → τµ) at 95 %
confidence level for the fit in the µe final state.

two highest bins of the BDT score in this signal region. The negative event yields for the H → τµ
signal correspond to the negative best fit value for the signal strength caused by the deficit of data
compared to the background estimate in the highest bin of the BDT score. In this table, it can be



9.2 Expected Sensitivity and Results in Individual Final States 117

observed how the fit compensates for the over-estimation of the background in the highest bin of
the BDT score: The too large post-fit background estimation of 8.6 events is corrected by a fitted
negative signal yield of −7 events, such that the combined event yield of signal and background is
in good agreement with the observed data of 1. Another effect of this downward fluctuation is that
the observed limit is much stricter than the expected limit.
The pull-plot for this fit is shown in figure 9.4. Please note that not all post-fit uncertainties of
the nuisance parameters are shown in this plot, as their numerical evaluation failed. This affects
obviously the post-fit impact on µ̂ and therefore the ranking of the nuisance parameters, since the
post-fit uncertainties are used for the derivation of the post-fit impact on µ̂. The ranking and
post-fit impact on µ̂ is therefore not trustworthy for all nuisance parameters that are affected by
this (nuisance parameters with no or only an upper or lower black error bar). These nuisance
parameters were shown nevertheless since their pre-fit impact on µ̂ and the pull is calculated
correctly. Unfortunately, it was not possible to solve this technical issue within the timescale of
this masters thesis. The shown properties of nuisance parameters that are not affected by this
should be trustworthy.
The pull-plot allows nevertheless to draw some conclusions: First of all, it shows that the nuisance
parameters have a much bigger pre- and post-fit influence on the best fit value of µ, compared to
the µe final state. Additionally, it can be seen that multiple nuisance parameters are pulled by the
fit from their nominal value, but none of the nuisance parameters is pulled to a best fit value that
lies significantly outside of its pre-fit 1σ uncertainty. The presence of the pulls is an artifact of the
fit’s effort to absorb the observed discrepancies between the background estimates and data in the
two poorly described bins that were discussed in section 7.5.2. This discrepancies are either some
very unfortunate fluctuations or caused by a minor mismodeling. Unfortunately, it was beyond the
time scale of this master thesis to investigate the mechanisms possibly causing these discrepancies
and to cure the analysis from them.

Process/Category
SR CR

Total 2nd last bin Last bin Total

Z → µµ 4280± 60 15.2± 1.8 2.3± 0.5 85110± 300
Top quark 203± 24 3.3± 0.5 1.44± 0.34 460± 60

Z → ττ (Emb) 86± 4 4.7± 0.4 1.91± 0.27 139± 6
WW/WZ/ZZ 97± 4 1.53± 0.14 0.249± 0.035 603± 15
Fake-leptons 90± 18 6.6± 2.7 2.3± 0.9 155± 31
VBF H → ττ 3.11± 0.18 0.284± 0.028 0.26± 0.04 1.17± 0.06
ggH H → ττ 2.1± 0.6 0.17± 0.05 0.15± 0.05 1.6± 0.4

VBF H → τµ −23± 5 −3.8± 0.9 −4.6± 1.3 −6.8± 1.6
ggH H → τµ −17± 5 −3.0± 1.0 −2.4± 0.8 −13± 4

Total Bkd. 4760± 60 31.7± 3.4 8.6± 1.6 86470± 290
Data 4695 28 1 86487

Table 9.9: Expected event yield and data in the µµ signal region and in the Z → µµ control
region (CR) after the fit in the µµ final state. The composition of the last and 2nd last bin of
the BDT score (two highest bins in the BDT score) of the µµ signal region is given additionally.
The uncertainties of the individual processes are only systematic uncertainties, while the given
uncertainty on the total background (Bkd.) correspond to systematic and statistical uncertainties.
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The previously discussed pulls of the nuisance parameters are nevertheless a reasonable behavior of
the fit allowing it to bring the background and signal estimates into agreement with the observed
data. This can be seen in table 9.9 that shows a good agreement between the sum of the background
estimates and the negative signal yield and the observed data in all listed bins and regions. This
is additionally illustrated in figure 9.3 showing the post-fit distribution of the BDT score in the µµ
signal region and the composition of the Z → µµ control region. Please note that these plots do
not show the fitted signal due to its negative signal yield. This causes that the post-fit distribution
of the BDT score in the µµ signal region appears to have a tension between observed data and
background and signal estimates in the highest bin of the BDT score. Considering the negative
fitted event yield, as previously discussed, reveals that observed data and post-fit background and
signal estimates are in this bin in good agreement.
Concluding, the pulls of the nuisance parameters should be studied and understood to trust the
fit results completely, but the behavior of the fit is nevertheless reasonable, since it absorbs the
tensions between the background and signal modeling and the observed data. This and the fact
that there are no pulls of nuisance parameters that are significantly larger than their 1σ pre-fit
uncertainties allows to have some confidence in the fit results.
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Figure 9.3: Post-fit BDT distributions of µµ signal region and the Z → µµ control region for the
fit in the µµ final state. The fitted signal is not shown due to the negative fitted µ̂. The given
uncertainties correspond to the systematic and statistic uncertainties of the background.



120 9 Statistical Analysis and Results

­1.5 ­1 ­0.5 0 0.5 1 1.5

jet_EtaIntercalibration_Modelling

jet_EffectiveNP_Modelling1

jet_FlavorResponseUncert

ATLAS_norm_Zmumu

SFw_trig

LUMI_2012

jet_PileupRhoTopology

jet_JVF

SFw_detajjzll

jet_EffectiveNP_Statistical1

SFw_bTag_L12

jet_EffectiveNP_Modelling2

jet_PileupOffsetTermMu

SFw_mu

jet_EffectiveNP_Statistical3

jet_EffectiveNP_Detector1

FakeHistoSysMuMu

FakeEstimateMuMu

emb_ISO

jet_EtaIntercalibration_StatAndMethod

jet_EffectiveNP_Mixed2

jet_PileupOffsetTermNPV

SFw_bTag_B7

UE_qq_HtautauEstimate_SMHiggs

jet_EffectiveNP_Detector2

SFw_bTag_B6

met_SCALE

met_RESO

jet_EffectiveNP_Modelling3

jet_PileupPtTerm

mu_MS

UE_qq_HtautauEstimate_LFVHiggs

pdf_Higgs_qq_ACCEPT_HtautauEstimate_SMHiggs

UE_gg_HtautauEstimate_LFVHiggs

pdf_Higgs_qq_HtautauEstimate_SMHiggs

mu_ER

pdf_Higgs_gg_HtautauEstimate_LFVHiggs

PDFplusAplhasUncertantyTop

QCDscale_qqH_HtautauEstimate_LFVHiggs

SFw_bTag_B8

QCDscale_ggH_m12_HtautauEstimate_SMHiggs

ScaleUncertaintyTop

jet_EffectiveNP_Statistical2

pdf_Higgs_qq_HtautauEstimate_LFVHiggs

pdf_Higgs_gg_ACCEPT_HtautauEstimate_SMHiggs

jet_JER

pdf_Higgs_gg_HtautauEstimate_SMHiggs

jet_BJes

SFw_bTag_B1

UE_gg_HtautauEstimate_SMHiggs

QCDscale_qqH_HtautauEstimate_SMHiggs

NLO_EW_Higgs_HtautauEstimate_SMHiggs

NLO_EW_Higgs_HtautauEstimate_LFVHiggs

pdf_Higgs_qq_ACCEPT_HtautauEstimate_LFVHiggs

SFw_bTag_B9

jet_EffectiveNP_Detector3

pdf_Higgs_gg_ACCEPT_HtautauEstimate_LFVHiggs

SFw_bTag_B10

jet_FlavorCompUncert

QCDscale_ggH_m12_HtautauEstimate_LFVHiggs

µ∆

­1 ­0.5 0 0.5 1

θ∆)/
0

θ ­ θ(

­2 ­1.5 ­1 ­0.5 0 0.5 1 1.5 2

Pull

1 standard deviation

µPrefit Impact on 

µPostfit Impact on 

Theory Uncertainties

Norm Factors

Other Systematics

Figure 9.4: Pull-plot of the µµ final state. A detailed discussion of this pull-plot is given in the
main text. Pull-plots in general are explained in the caption of figure 9.2.
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9.2.3 Fit for H → τe in the eµ Final State

Expected Sensitivity

The fit in the eµ final state for the H → τe signal is tested using Asimov data with different input
values of the signal strength µ. Table 9.10 gives the performance of the fit on the tested Asimov
datasets. It shows that the fit is capable to recover the input value of µ well without showing a
bias. The expected upper limit on the H → τe signal of 1.5 % and its uncertainties are given in
table 9.11.

µ in Asimov data µ̂ expected significance

0 0.00± 0.73 -0.01
1 1.00± 0.85 1.08
5 4.99± 1.32 4.20

Table 9.10: Performance of the fit in the eµ final state on Asimov data with a different input value
of the signal strength µ. The best fit value µ̂ of the signal strength and the expected significance
is stated for each input value of µ.

+2σ 3.1 %
+1σ 2.2 %

Median 1.5 %

−1σ 1.0 %
−2σ 0.8 %

Table 9.11: The upper limit and its uncertainties on the branching ratio (BR) for the decay
H → τe at a confidence level of 95 % derived from the eµ final state.

Results in Data

No hints for the LFV decay H → τe are observed. The information on the H → τe signal ex-
tracted from the fit in the eµ final state is summarized in table 9.12. The best-fit signal strength

best fit for µ observed significance observed limit BR(H → τµ)

0.1 ± 1.0 0.1σ 1.9 %

Table 9.12: Best fit value for µ, observed significance and upper limit on BR(H → τe) at 95 %
confidence level for the fit in the eµ final state.

is µ̂ = 0.1 ± 1.0 and is therefore in good agreement with the SM prediction of µ = 0, which is
highlighted as well by the small observed significance of 0.1σ. The observed upper limit on the
branching ratio of the decay H → τe is with 1.9 % in good agreement with the expected upper
limit of 1.5 %, as it is well within the 1σ uncertainty of the expected limit.
Figure 9.5 shows the post-fit distribution of the BDT score in the eµ signal region and the com-
position of the eµ top quark control region using the best fit values for all parameters. These
plots pronounce a good agreement between observed data and the fitted signal and background
estimates.
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The pull-plot for this fit is given in 9.6 showing no large pulls of the nuisance parameters. The
only nuisance parameter that is constrained significantly is the normalization of the top quark
background, which is expected due to its wide pre-fit parameter range. The two uncertainties on
the fake-lepton background estimate have the largest impact on the fitted signal strength. This

Process/Region
eµ Signal Region eµ Top CR

Total 2nd last bin Last bin Total

Top quark 740± 50 8.5± 1.6 2.8± 0.6 4730± 70
Z → ττ (Emb) 397± 22 3.9± 0.5 1.56± 0.20 96± 7
WW/WZ/ZZ 183± 17 1.7± 1.3 1.0± 0.4 23.3± 2.8
Fake-leptons 340± 50 7.1± 1.8 2.9± 3.2 117± 18
Z → ll 17.1± 2.2 0.64± 0.21 0.82± 0.24 2.9± 0.8

VBF H → ττ 3.90± 0.28 0.30± 0.04 0.31± 0.05 0.48± 0.05
ggH H → ττ 3.6± 1.0 0.15± 0.05 < 0.1 0.50± 0.15

VBF H → τe 1± 8 0.2± 1.7 0.4± 3.5 0.1± 1.0
ggH H → τe 1± 8 0.2± 1.5 0.1± 1.1 0.2± 1.3

Total Bkd. 1680± 40 22.3± 3.4 9.5± 2.8 4970± 70
Data 1684 21 10 4971

Table 9.13: Expected event yield and data in the eµ signal region and in the eµ top quark control
region (CR) after the fit in the eµ final state. The composition of the last and 2nd last bin of
the BDT score (two highest bins in the BDT score) of the eµ signal region is given additionally.
The uncertainties of the individual processes are only systematic uncertainties, while the given
uncertainty on the total background (Bkd.) corresponds to systematic and statistical uncertainties.

can be understood by the post-fit composition of the backgrounds in the highest bins of the BDT
score of the eµ signal region, given together with the event yield of the eµ signal and top quark
control region in table 9.13. These two bins contain most information on the signal. The fake-lepton
background is one of the dominant backgrounds in these bins, contributing roughly one third of
the total background. The systematic uncertainty on the fake-lepton background is in these bins
relatively large. This is especially true for the highest bin in the BDT score meaning that a pull
of its systematic can either fake or mask a signal, hence the large impact of its uncertainties on
µ̂. These systematic uncertainties are not pulled significantly meaning that it is unlikely that they
faked or masked a signal in this fit, but their large impact can limit the sensitivity of the analysis.
This issue could potentially be solved by improving the estimate of the fake-background with re-
spect to its systematic uncertainties or by reducing the contribution of the fake-lepton background
significantly. Both would yield extended studies that could not be performed in the timescale of this
thesis. The pull-plot of this final states does not show any worrisome behavior of the fit besides the
previously discussed possible limitation of the sensitivity due to the large impact of the fake-lepton
background on the fitted signal strength.
The post-fit event yields, shown in table 9.13, are in good agreement with the post-fit background
and signal estimates. The large uncertainties on the post-fit signal yield can be explained by the
large uncertainty on µ̂.
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Figure 9.5: Post-fit distribution of the BDT score in the eµ signal region (top) and post-fit
composition of the eµ top quark control region (bottom) after the fit in the eµ final state. The
uncertainty bands correspond to the statistic and systematic uncertainties of signal and background.
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Figure 9.6: Pull-plot of the fit for the H → τe signal in the eµ final state. A detailed discussion
of this pull-plot is given in the main text. Pull-plots in general are explained in the caption of
figure 9.2.
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9.2.4 Fit for H → τe in the ee Final State

Expected Sensitivity

The behavior of the fit for the decay H → τe in the ee final state on Asimov data is given in
table 9.14. The fit shows no bias as it is able to recover the input value of the signal strength well.
The large uncertainties on µ̂ and the small expected significance indicate both the small sensitivity
of this final state compared to the other final states. This is reasonable since both same flavor final
states are less sensitive than the different flavor final state due to their large Z → ll background
contribution yielding a small signal to background ratio. Furthermore, it was already seen in the
selection of the binning for the BDT score of the same flavor final states, described in section 7.5.2,
that the binning of the ee final state yields a smaller Asimov significance for the highest bin of the
BDT score than in the µµ final state. The small sensitivity of this final state is reflected as well
by the expected upper limit on the H → τe decay of 3.6 % that is given with its uncertainties in
table 9.15.

µ in Asimov data µ̂ expected significance

0 0.00± 1.47 0.00
1 1.00± 1.675 0.62
5 5.00± 2.42 2.42

Table 9.14: Performance of the fit in the ee final state on Asimov data with a different input
value of the signal strength µ.

+2σ 8.6 %
+1σ 5.6 %

Median 3.6 %

−1σ 2.4 %
−2σ 1.7 %

Table 9.15: The upper limit and its uncertainties on the branching ratio (BR) of the decay
H → τe at a confidence level of 95 % derived from the ee final state.

Results in Data

No hints for the LFV decay H → τe are observed in this final state. Table 9.16 gives the results
of the fit for the H → τe signal in the ee final state. The fitted signal strength of −0.5 ± 1.7 is

best fit for µ observed significance observed limit BR(H → τe)

−0.5 ± 1.7 −0.3σ 3.3 %

Table 9.16: Best fit value for µ, observed significance and upper limit on BR(H → τe) at 95 %
confidence level for the fit in the ee final state.

negative but is within its uncertainties well compatible with the SM prediction of µ = 0, which is
confirmed by the observed significance of −0.3σ. The observed upper limit on the branching ratio
of the decay H → τe of 3.3 % is a little better than the expected limit of 3.6 % which is reasonable
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due to the negative value of µ̂. It is nevertheless still covered by the 1σ uncertainties of the expected
limit.
A good agreement of observed data and post-fit signal and background estimates can be seen in
the post-fit plots given in figure 9.7. They show the post-fit distribution of the ee signal region
and the composition of the Z → ee control region after the fit in the ee final state. These plots do
not show any signal due to its negative expected event yield. The fitted negative event yield of the
signal reduces the predicted event yield in the highest bins of the BDT score slightly making the
agreement of the data and predicted event yield in the two highest bins of the BDT score of the ee
signal region even better than shown in the plots.

Process/Category
ee Signal Region Z → ee CR

Total 2nd last bin Last bin Total

Z → ee 3050± 60 23.1± 2.5 1.79± 0.27 60530± 270
Top quark 125± 16 5.4± 0.9 1.8± 0.4 350± 50

Z → ττ (Emb) 27.7± 2.8 2.13± 0.27 1.09± 0.18 84± 6
WW/WZ/ZZ 57.6± 3.0 0.68± 0.09 0.50± 0.08 433± 11
Fake-leptons 51± 26 3.8± 1.6 0.9± 1.8 150± 80
VBF H → ττ 1.65± 0.10 0.186± 0.019 0.27± 0.04 0.86± 0.05
ggH H → ττ 0.86± 0.23 < 0.1 0.14± 0.04 1.09± 0.29

VBF H → τe −2± 6 −0.3± 1.0 −0.5± 1.6 −0.6± 1.9
ggH H → τe −1± 4 −0.2± 0.7 −0.3± 1.1 −1± 4

Total Bkd. 3310± 60 35.4± 3.5 6.5± 2.3 61550± 260
Data 3309 29 6 61544

Table 9.17: Expected event yield and data in the ee signal region and in the Z → ee top quark
control region (CR) after the fit in the ee final state. The composition of the last and 2nd last bin
of the BDT score (two highest bins in the BDT score) of the ee signal region is given additionally.
The uncertainties of the individual processes are only systematic uncertainties, while the given
uncertainty on the total background (Bkd.) correspond to systematic and statistical uncertainties.

The pull-plot for this fit is given in figure 9.8. It shows that none of the considered nuisance param-
eters is pulled significantly by the fit. The nuisance parameter with the biggest influence on µ̂ is the
systematic for the shape of the distribution of the fake-lepton background. This can be understood
by the large systematic uncertainty of the fake-lepton background in the highest bin of the BDT
score of the ee signal region given in table 9.17 that can fake or mask a signal in the highest and
most sensitive bin, hence the large impact of the systematics of the fake-lepton estimate on µ̂.
Table 9.17 gives additionally the post-fit event yields in the Z → ee control region, the ee signal
region and the two highest bins in the BDT score of the ee signal region. The negative event yields
for the H → τe signal and the the negative best fit value for the signal strength are caused by
the deficit of data compared to the background estimate in the highest bins of the BDT score. All
predicted event yields agree well with the observed data. The fit is therefore able to compensate
for shortage of predicted events prior to the fit in the ee signal region. By comparing the pre-fit
event yields that were given in table 7.12 it can be seen that this is achieved by increasing the
event yield of the dominant Z → ee background. The fit is able to do this by pulling systematic
uncertainties with a large impact on the expected event yield slightly. It cannot pull the Z → ee
normalization factor since this is constrained strongly by the Z → ee control region. Table 9.18
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Figure 9.7: Distribution of the BDT score in the ee signal region (left) and composition of the
Z → ee control region (right) using the best-fit parameters of the ee final state. The fitted signal
is not shown due to the negative fitted signal strength. The shown uncertainties correspond to the
systematic and statistic uncertainties of the background.
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gives the three systematic uncertainties that have the biggest influence on the event yield of the
Z → ee background estimate in the ee signal region. Their impact on the ee signal region is enough
to compensate easily the shortage of the Z → ee pre-fit estimate. The pull-plot given in figure 9.8
shows that all these systematics are pulled sightly towards larger values than their nominal value,
while the nuisance parameter describing the normalization of the Z → ee background is not pulled
at all.

Change of event yield by a shift of
Systematic uncertainty −1σ +1σ

e ES −3 % +24 %

jet EtaIntercalibration Modelling −13 % +16 %

jet JER −14 % +15 %

Table 9.18: The three systematics with the biggest influence on the event yield of the Z → ll
background in the signal region of the ee final state and their effect on the event yield by pulling
them to the edges of their 1σ confidence interval.
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Figure 9.8: Pull-plot of the fit for the H → τe in the ee final state. A detailed discussion of this
pull-plot is given in the main text. Pull-plots in general are explained in the caption of figure 9.2.
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9.3 Combined Fits

This section presents combined fits for the H → τµ and H → τe signal. A simultaneous fit for the
H → τµ (H → τe) signal is performed in the µe and µµ (eµ and ee) final state. All systematic
uncertainties are assumed to be fully correlated in all final states considered in each simultaneous
fit, except the systematic uncertainties of the fake-lepton estimate, which are assumed to be un-
correlated. The normalization of the Z → ee, Z → µµ and top quark background is only allowed
to float in those final states that have a dedicated control region for that background.
The main idea behind these simultaneous fits is to increase the sensitivity for the signal by evalu-
ating all available information simultaneously. This limits furthermore the influence of statistical
fluctuations in data and in the background modeling on the nuisance parameters and on the fitted
signal strength due to the larger and more constraining datasets.

9.3.1 Simultaneous Fit for H → τµ in the µµ and µe Final State

This fit is carried out in the µe signal region, the µe top quark control region, the µµ signal region
and the Z → µµ control region.

Expected Sensitivity

The performance of this simultaneous fit is tested on a set Asimov data with different input values
for the signal strength µ. Table 9.19 summarizes the results of these tests. It shows that the
fit is able to recover the input value of µ well without a bias. The expected significance of this

µ in Asimov data fitted µ expected significance

0 0.00± 0.61 -0.01
1 1.00± 0.735 1.52
5 5.00± 1.21 6.1

Table 9.19: Performance of a combined fit for H → τµ on Asimov data.

simultaneous fit is larger than the expected significance of the previously shown fits on the individual
final states. The expected upper limit on the branching ratio of the H → τµ signal, given with its
uncertainty in table 9.20, of 1.4 % is stricter than the ones derived from the individual fit in the µe
and µµ final state of 1.7 % and 2.7 %, respectively.

+2σ 3.0 %
+1σ 2.1 %

Median 1.4 %

−1σ 1.0 %
−2σ 0.7 %

Table 9.20: The upper limit and its uncertainties on the branching ratio for the decay H → τµ
at a confidence level of 95 % .

Results in data

No hints for the LFV decay H → τµ are observed in the combined fit in the µe and µµ final state.
This can be seen in table 9.21 that summarizes the fit results on the H → τµ signal from the
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µ̂ observed significance observed limit BR(H → τµ)

0.2 ± 0.6 0.4σ 1.5 %

Table 9.21: Best fit value for µ, observed significance and upper limit on the branching ratio (BR)
of the decay H → τµ at 95 % confidence level.

simultaneous fit. The best fit value µ̂ of the signal strength is fitted to 0.2± 0.6, with an observed
significance of 0.4σ. The fitted signal strength agrees therefore well with the SM prediction of
µ = 0. The observed upper limit on the branching ratio of H → τµ is with 1.5 % marginally weaker
than the expected limit, but still within its 1σ uncertainties.

Process/Category
µe Signal Region µe Top Quark CR

Total 2nd last bin Last bin Total

Top quark 666± 35 7.7± 1.6 6.3± 0.8 4150± 70
Z → ττ (Emb) 267± 11 3.2± 0.4 2.12± 0.25 68± 4
WW/WZ/ZZ 157± 9 1.18± 0.18 1.27± 0.23 19.6± 2.9
Fake-leptons 91± 17 1.9± 0.8 0.13± 0.31 38± 7
Z → ll 23.4± 2.0 0.21± 0.06 0.151± 0.026 2.60± 0.34

VBF H → ττ 3.07± 0.20 0.259± 0.034 0.41± 0.06 0.38± 0.04
ggH H → ττ 2.9± 0.8 0.18± 0.05 0.21± 0.06 0.45± 0.13

VBF H → τµ 1.3± 3.3 0.2± 0.5 0.8± 2.1 0.2± 0.4
ggH H → τµ 1.2± 3.1 0.2± 0.5 0.3± 0.9 0.2± 0.4

Total Bkd. 1210± 32 14.7± 2.2 10.6± 2.9 4280± 70
Data 1212 12 16 4283

Table 9.22: Expected event yield and data in the µe signal region and in the µe top quark control
region (CR) after the simultaneous fit in the µe and µµ final state. The composition of the last and
2nd last bin of the BDT score (two highest bins in the BDT score) of the µe signal region is given
additionally. The uncertainties of the individual processes are only systematic uncertainties, while
the given uncertainty on the total background (Bkd.) corresponds to systematic and statistical
uncertainties.

Table 9.22 and 9.23 give the post-fit event yields and observed data for all regions considered by
the fit. The listed accumulated event yields of fitted signal and background are in good agreement
with the observed data, except the highest bins of the BDT score in both signal regions. The
simultaneous fit has to compromise in these two bins between the excess of data in µe signal region
and the lack of data in the µµ signal regions and cannot match the observed data by a fitted signal
that is positive or negative, respectively. This yields a tension between the observed data and the
expected accumulated event yield of the fitted signal and the background estimate in the highest
bin of the BDT score of the µµ signal region. This is as well visible in the post-fit plots of the µe
and µµ signal region that are given in figure 9.10. Nevertheless, the post-fit background estimates
and the fitted signal model the observed data well in all other bins.
The pull-plot of the combined fit is given by figure 9.11. It shows that the fit pulls some of the
systematic uncertainties away from their nominal value. Only one of the nuisance parameters is
pulled to a value that is not covered by its pre-fit uncertainties. This nuisance parameter is the
systematic uncertainty on the shape of the fake-lepton background. The pulls are most likely caused
by the µµ final state, since most of the strongly pulled uncertainties were already pulled by the fit in



132 9 Statistical Analysis and Results

Process/Category
µµ Signal Region Z → µµ CR

Total 2nd last bin Last bin Total

Z → µµ 4240± 70 12.2± 2.1 1.5± 0.6 85160± 320
Top quark 192± 17 3.1± 0.4 0.98± 0.33 430± 40

Z → ττ (Emb) 85± 4 4.6± 0.4 1.70± 0.24 139± 6
WW/WZ/ZZ 92± 8 1.42± 0.17 0.213± 0.035 570± 40
Fake-leptons 86± 19 5.7± 2.8 2.1± 0.9 148± 34
VBF H → ττ 2.99± 0.23 0.267± 0.034 0.22± 0.04 1.16± 0.07
ggH H → ττ 2.0± 0.6 0.16± 0.05 0.11± 0.04 1.6± 0.4

VBF H → τµ 2± 4 0.3± 0.7 0.3± 0.8 0.5± 1.3
ggH H → τµ 1.2± 3.0 0.2± 0.5 0.2± 0.4 1.0± 2.5

Total Bkd. 4700± 70 27± 4 6.8± 1.7 86460± 320
Data 4695 28 1 86487

Table 9.23: Expected event yield and data in the µµ signal region and in the Z → µµ control
region (CR) after the simultaneous fit in the µe and µµ final state. The composition of the last
and 2nd last bin of the BDT score (two highest bins in the BDT score) of the µµ signal region is
given additionally. The uncertainties of the individual processes are only systematic uncertainties,
while the given uncertainty on the total background (Bkd.) correspond to systematic and statistical
uncertainties.

the µµ final state and did not receive a significant pull in the fit of the µe final state. The modeling
of the BDT score in the µµ final states has, as previously discussed, some issues that could not
be fixed within the timescale of this thesis. The pulls are nevertheless within a reasonable range,
since the best fit values of all nuisance parameters lie either within or barely outside their pre-fit
uncertainties. The post-fit plots for the considered signal and control regions, given in figure 9.10
and 9.9, respectively, show additionally a good agreement between the data and the accumulated
fitted signal and background estimates.
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Figure 9.9: Post-fit composition of the µe top quark control region (left) and the Z → µµ
control region (right) for the simultaneous fit in the µµ and µe final state. The shown uncertainties
correspond to the statistic and systematic uncertainties of signal and background.
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Figure 9.10: Post-fit distribution of the BDT score of the µe (top) and µµ (bottom) signal region
for the combined fit in the µe and µµ final state. The uncertainties of both plots correspond to the
statistic and systematic uncertainties of signal and background.
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Figure 9.11: Pull-plot for the simultaneous fit for H → τµ in the µµ and µe final state. A
detailed discussion of this pull-plot is given in the main text. Pull-plots in general are explained in
the caption of figure 9.2.
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9.3.2 Simultaneous Fit for H → τe in the ee and eµ Final State

This fit for the H → τe signal is performed in all regions of the eµ and ee final state.

Expected Sensitivity

The fit’s ability is tested on Asimov data with a different input value for the signal strength µ.
Table 9.24 summarizes these tests by giving the best-fit value µ̂ for the signal strength and the
corresponding expected significance. The combined fit is more sensitive than any of the considered
final states individually and does not show any bias with respect to the signal strength.

µ in Asimov data µ̂ expected significance

0 0.00± 0.65 0.01
1 1.00± 0.77 1.25
5 5.00± 1.20 4.88

Table 9.24: Performance of the combined fit for H → τe on Asimov data.

+2σ 2.8 %
+1σ 1.9 %

Median 1.3 %

−1σ 0.9 %
−2σ 0.7 %

Table 9.25: The upper limit and its uncertainties on the branching ratio for the decay H → τe
at a confidence level of 95 % .

The expected upper limit on the branching ratio of the H → τe and its uncertainties are listed in
table 9.25. It is with 1.3 % stronger than the limits derived from the individual fits in the eµ and
ee final states of 1.5 % and 3.6 %, respectively.

Results in Data

No hints for the LFV decay H → τe are observed, as can be seen in table 9.26 summarizing the
results of the fit performed on data. The best fit signal strength is given by µ̂ = 0.1± 0.8 with an
observed significance of 0.1σ and is therefore in good agreement with the SM prediction of µ = 0.
The observed upper limit is with 1.6 % marginally weaker than the expected limit, but still well
within the 1σ confidence interval of the expected limit.

µ̂ observed significance observed limit BR(H → τµ)

0.1 ± 0.8 0.1σ 1.6 %

Table 9.26: Best fit value µ̂ for the signal strength, observed significance and upper limit on the
branching ratio (BR) of the decay H → τe at 95 % confidence level.

The pull-plot for this combined fit is given in figure 9.12 showing no significant pulls of any nuisance
parameters. The nuisance parameters describing the systematic uncertainties of the fake-lepton
estimate are ranked very high meaning that they have a large impact on µ̂. This behavior was
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already observed in the fits on the individual final states and stresses that the considered final
states might profit in terms of sensitivity from a better fake-lepton background estimate.

Process/Category
eµ signal region eµ Top Quark CR

Total 2nd last bin Last bin Total

Top quark 720± 40 7.5± 1.0 2.5± 0.4 4730± 70
Z → ττ (Emb) 411± 20 4.2± 0.4 1.76± 0.24 99± 7
WW/WZ/ZZ 189± 6 1.5± 0.7 1.14± 0.23 24.2± 2.4
Fake-lepton 330± 40 7.1± 1.5 2.9± 2.6 117± 16
Z → ll 18.1± 1.1 0.62± 0.08 0.98± 0.12 2.9± 0.6

VBF H → ττ 4.03± 0.22 0.328± 0.034 0.35± 0.04 0.50± 0.04
ggH H → ττ 3.7± 1.0 0.17± 0.05 0.110± 0.032 0.53± 0.15

VBF H → τe 0± 6 < 0.1 0.2± 2.5 < 0.1
ggH H → τe 0± 6 < 0.1 < 0.1 < 0.1

Total Bkd. 1680± 40 21.5± 2.7 9.7± 2.6 4970± 70
Data 1684 21 10 4971

Table 9.27: Expected event yield and data in the eµ signal region and in the eµ top quark control
region (CR) after a simultaneous fit in the eµ and ee final state. The composition of the last and
2nd last bin of the BDT score (two highest bins in the BDT score) of the eµ signal region is given
additionally. The uncertainties of the individual processes are only systematic uncertainties, while
the given uncertainty on the total background (Bkd.) corresponds to systematic and statistical
uncertainties.

Process/Category
ee Signal Region Z → ee CR

Total 2nd last bin Last bin Total

Z → ee 3050± 60 22.3± 2.4 1.70± 0.22 60540± 270
Top quark 122± 11 5.3± 0.6 1.78± 0.33 340± 29

Z → ττ (Emb) 28.1± 2.7 2.17± 0.27 1.10± 0.18 84± 5
WW/WZ/ZZ 57.2± 2.8 0.64± 0.08 0.52± 0.08 432± 11
Fake-lepton 48± 23 4.0± 1.2 0.7± 1.4 140± 70

VBF H → ττ 1.63± 0.10 0.184± 0.018 0.259± 0.034 0.86± 0.05
ggH H → ττ 0.85± 0.23 < 0.1 0.14± 0.04 1.09± 0.29

VBF H → τe 0.2± 3.1 < 0.1 0.1± 0.8 0.1± 0.9
ggH H → τe 0.2± 2.1 < 0.1 < 0.1 0.2± 2.0

Total Bkd. 3310± 60 34.7± 3.3 6.2± 1.7 61540± 260
Data 3309 29 6 61544

Table 9.28: Expected event yield and data in the ee signal region and in the Z → ee control
region (CR) after a simultaneous fit in the eµ and ee final state. The composition of the last and
2nd last bin of the BDT score (two highest bins in the BDT score) of the ee signal region is given
additionally. The uncertainties of the individual processes are only systematic uncertainties, while
the given uncertainty on the total background (Bkd.) corresponds to systematic and statistical
uncertainties.
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Figure 9.12: Pull-plot for the combined fit for H → τe in the ee and eµ final state. A detailed
discussion of this pull-plot is given in the main text. Pull-plots in general are explained in the
caption of figure 9.2.
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The post-fit event yields in for all signal and control regions used by the combined fit are given in
table 9.27 and 9.28. They show no significant deviation between observed data and the the sum of
fitted signal and post-fit background estimates. The same holds true for the post-fit plots of the
distribution of the BDT score in the eµ and ee signal region and the composition of the Z → ee
and eµ top quark control region shown in figure 9.13 and 9.14, respectively. The combination of
the good agreement of observed data and post-fit background and signal estimates and the well
behaved pull-plot make the results of this combined fit very trustworthy.
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Figure 9.13: Post-fit composition of the eµ top quark control region (left) and the Z → ee control
region (right) using the best-fit parameters from the simultaneous fit in the eµ and ee final state.
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Figure 9.14: Post-fit distributions of the BDT score in the eµ signal region (top) and the ee signal
region (bottom) using the best fit parameters from the combined fit for H → τe in the ee and eµ
final state.
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9.4 Summary of the Results

The results of the fits in the individual final states and the combined fits are summarized in
table 9.29. All fits of the individual final states are in good agreement with the combined fit,

Results for H → τµ in Results for H → τe in
µe µµ µe + µµ eµ ee eµ +ee

Exp. upper limit 1.7+0.9
−0.5 % 2.7+1.5

−0.8 % 1.4+0.7
−0.4 % 1.5+0.7

−0.5 % 3.6+2.4
−1.2 % 1.3+0.6

−0.4 %

Obs. upper limit 2.5 % 1.5 % 1.5 % 1.9 % 3.3 % 1.6 %

µ̂ 0.9± 0.8 −3.5± 1.0 0.2± 0.6 0.1± 1.0 −0.5± 1.7 0.1± 0.8

Obs. Significance 1.2σ −2.6σ 0.4σ 0.1σ −0.3σ 0.1σ

Table 9.29: Summary of the results of the fit in each final state and the combined fits. The
stated expected (Exp.) and observed (Obs.) upper limits on the branching ratio of the considered
signal are calculated at 95 % confidence level. The best fit value µ̂ of the signal strength µ and
the observed significance of this fitted signal is given as well. A signal of µ = 1 corresponds to a
branching ratio of 1 % for the corresponding decay.

except the fit of the µµ final state. In this final state, an overestimation of the background in the
highest bin of the BDT score compared to the observed data yields a negative fitted signal strength
that is not compatible with µ = 0. The observed significance of this lack of data compared to the
background estimates is −2.6σ. A further investigation of this issue, that was discussed in more
detail in section 9.2.2, was not possible within the timescale of this master’s thesis.
Furthermore, it can be seen that the different flavor final states are significantly more sensitive than
the same flavor final states as they yield much stricter expected limits. The same flavor final states
allow nevertheless to derive stricter limits in the combined fits. The improvement of the expected
limits, due to the combination, is however relatively small. This means that it would be in principle
desirable not to refrain from the same flavor final states in a future search for LFV to be able to
derive as strict limits as possible. However, it should be considered carefully whether the same
amount of effort that is necessary to carry out the analysis in the same flavor final states being put
in an expansion of the analysis to the different flavor final states beyond the VBF topology would
yield more sensitive results.
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Conclusion

A search for the LFV Higgs boson decays H → τµ and H → τe of the recently discovered Higgs
boson at a mass of 125.09 GeV has been performed. The analysis of the presented search uses the
topology of the VBF production mode and considers all fully leptonic final states. It was carried
out on the full data set recorded by the ATLAS detector at a center-of-mass energy

√
s = 8 TeV

corresponding to an integrated luminosity 20.3 fb−1.
The new concept of lepton labeling is introduced. It allows to exploit the specific and distinguished
properties of the two detected leptons of the LFV Higgs boson decay caused by their different
parentage: one of the leptons originates directly from the Higgs boson decay, while the other one
originates from the decay of the τ lepton. The used lepton labeling procedure allows to identify
the leptons origin with an efficiency of O(90 %) and assigns the two detected leptons the labels lH
and lτ according to their reconstructed origin.
The analysis is split into four final states to utilize the different background and signal contributions.
Two same flavor final states, ee and µµ, are formed. They are dominated by the overwhelming
Z → ee and Z → µµ backgrounds, respectively. The events containing two leptons of different
flavor are split in the µe and eµ final state depending on the flavor of the lepton labeled as lH .
Events are sorted into the µe (eµ) final state if lH is a muon (electron). Both same flavor final
states are dominated by the top quark background. The µµ and µe (ee and eµ) final state are
enriched in the H → τµ (H → τe) signal and their contamination with the wrong signal, meaning
the H → τe (H → τµ) signal, was found to be negligible. Each final state is split into a signal
region and a control region for the dominant background. These control regions are used to infer
the normalization of the dominant background for this final state from data.
The main challenge in the search for LFV decays of the Higgs boson is dealing with a tiny a-priori
signal to background ratio and a potentially overall small signal yield. The presented analysis is
therefore based on the multivariate analysis tool of Boosted Decision Trees (BDT) that provide
a good separation between signal and background, while sparing the rare signal. The output of
the BDTs, the so-called BDT score, separates the signal well from all background processes and is
hence used as the final discriminant.
Individual BDTs are trained in the signal region of each final state. Then, the distributions of their
BDT score in the signal region and the event yields of the control regions are fitted to extract infor-
mation on the signal processes in the statistical evaluation of the analysis. The used fits consider
all dominant systematic uncertainties. First, a fit is performed in each of the final states separately,
providing two independent measurements of both considered LFV decays. Then, a combined fit
for the H → τµ (H → τe) signal is performed simultaneously in the µe and µµ (eµ and ee) final
states.
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The best fit value of the combined fits for the H → τµ and H → τe are µ̂ = 0.2 ± 0.6 and
µ̂ = 0.1 ± 0.8, respectively. A signal strength of µ = 1 corresponds to a branching ratio of 1 %.
Both best fit values of the signal strengths are in good agreement with the SM prediction of µ = 0.
The observed (expected) upper limits at 95 % confidence level on the branching ratio of H → τµ
and H → τe are 1.5 % (1.4 %) and 1.6 % (1.3 %), respectively. These observed limits are by an
order of magnitude better than the indirect limits. The main contribution to the sensitivity of the
combined fits originates from the different flavor final states.
Both, the CMS and the ATLAS collaborations have published searches for LFV decay H → τµ of a
Higgs boson with a mass of 125 GeV. The CMS collaboration has performed a search for the decay
H → τµ [35] using the decay channels H → τµ → τhade and H → τµ → eµ, where τhad denotes
a hadronic decay of the τ lepton. Their best fit-value for µ is µ̂ = 0.84+0.39

−0.37 corresponding to a
small excess with a significance of 2.4σ. The observed (expected) limit on the branching ratio of
the H → τµ is 1.51 % (0.75 %) at 95 % confidence level. The ATLAS collaboration has published a
search for the LFV decay H → τµ [36] in the decay channel H → τµ→ τhadµ. This analysis yields
an observed (expected) upper limit on the branching ratio of the decay H → τµ of 1.85 % (1.25 %)
and a best fit signal strength of µ̂ = 0.77 ± 0.62. The results derived in the analysis presented
in this thesis for the H → τµ are in good agreement with the published results from the ATLAS
and CMS collaboration, since their best fit value for the signal strength is covered roughly by the
1σ uncertainties of the best fit value derived in this analysis. The observed upper limits on the
branching ratio of H → τµ of this analysis is compatible with the limits observed by CMS and
ATLAS.
So far, only the CMS collaboration has published results on the search for the lepton flavor vi-
olating decay H → τe [118]. Their search considers the decay channels H → τe → τhade and
H → τe → µe and did not show any excess. Their best fit value for the signal strength is con-
sequently with µ̂ = −0.1+0.37

−0.36 in good agreement with the SM prediction of µ = 0. They set
preliminary observed (expected) limits on the branching ratio of the H → τe decay of 0.69 %
(0.75+0.32

−0.22 %). The best fit values of the signal strength for the H → τe decay of the presented and
the CMS analysis are in good agreement, while the CMS experiment is able to set a stricter limit,
which is not surprising since the CMS analysis considers more decay modes than the presented
analysis. Their observed (expected) limit in the fully leptonic decay channel with two jets, that
is to some extent compatible to the presented analysis, is 1.49 % (1.59+0.93

−0.55 %) yielding about the
same sensitivity for both analyses in this decay channel.
There is currently an effort in the ATLAS collaboration to publish results using the H → τe decay
and to expand the analysis of the H → τµ decay to the different flavor fully leptonic final state,
but none of these results were published at the time this thesis was written.
The presented analysis could be improved, first of all, by investigating and removing the poten-
tial miss-modeling of the BDT score in the µµ final state and by improving the estimate of the
fake-lepton background to minimize its influence on the fitted signal strength. Furthermore, the
presented analysis makes only use of the fully leptonic final states in the VBF topology. Expanding
the analysis to fully leptonic final states beyond the VBF topology and combining it with an anal-
ysis of the semi-leptonic final states (H → τhadµ and H → τhade) will most likely help to improve
the sensitivity of the analysis significantly. This and the additional dataset recorded during the
Run 2 of the LHC would help to investigate whether LFV decays of the Higgs boson are realized
in nature.
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