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Abstract

य़e production of the Higgs boson detected in 2012 is dominated by the loop-induced
gluon-fusion process. A direct, model-independent evidence for the coupling of this par-
ticle to the top quark, as predicted in the StandardModel of particle physics (SM), has not
been provided yet. In this thesis, the Higgs-gluon coupling tensor structure is analysed
based on an e੖ective ੗eld theory. य़e presence of point-like coupling vertices in addi-
tion to the SM predicted gluon fusion coupling structure is discussed. य़e contribution
of the coupling operators describing these point-like vertices is determined by Wilson
coeਖ਼cients. य़e analysis is based on data taken with the ATLAS detector in 2012 in
proton-proton collisions at a center of mass energy of 8 TeV and investigates events in
the H → γγ decay channel. य़e observable used to test di੖erent theoretical predictions
is the Higgs boson transverse momentum spectrum, in events with at least one recon-
structed jet. As a result of this analysis, con੗dence intervals at 90⁵ C.L. are determined
for the Wilson coeਖ਼cients considered. No deviations from the SM predictions for the
transverse Higgs boson momentum were found in these investigations.

Zusammenfassung

Die Produktion des im Juli 2012 entdeckten Higgs-Bosons wird durch den schleifenin-
duzierten Prozess der Gluon-Gluon-Fusion dominiert. Ein direkter, modellunabhängi-
ger Nachweis der Kopplung dieses Teilchens an das Top-फ़ark, wie sie im Standard-
modell der Teilchenphysik (SM) vorhergesagt wird, steht noch aus. In der vorgestel-
ten Arbeit wird die Tensorstruktur der Higgs-Gluon-Kopplung anhand einer e੖ektiven
Feldtheorie untersucht. Das Vorhandensein von punkt৐örmigen Kopplungsvertices zu-
sätzlich zur im SM vorhergesagten Kopplungsstruktur wird diskutiert. Diese punkt৐ör-
migen Kopplungsvertices werden durch verschiedene Kopplungsoperatoren beschrie-
ben, deren Beitrag durch Wilson-Koeਖ਼zienten festgelegt wird. Die vorgestelle Analy-
se verwendet Daten, die 2012 mit dem ATLAS-Detektor in Proton-Proton-Kollisionen
bei einer Schwerpunktsenergie von 8 TeV aufgezeichnet wurden und untersucht Er-
eignisse im Zerfallskanal H → γγ . Das Transversalimpulsspektrum des Higgs-Bosons
in Ereignissen mit mindestens einem rekonstruiertem Jet wird als sensitive Observable
verwendet und mit verschiedenen य़eorievorhersagen verglichen. Als Ergebnis dieser
Analyse werden Vertrauensintervalle ৐ür die betrachteten Wilson-Koeਖ਼zienten mit ei-
nemKon੗denzniveau von 90⁵ angegeben. In diesen Untersuchungen konnten keine Ab-
weichungen in der Transversalimpulsverteilung des Higgs-Bosons von der Vorhersage
des Standard-Modells gefunden werden.
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1. Introduction

At the end of the 19th century, many physicists shared the belief that the ੗eld of theoretical
physics was nearly completely investigated. A famous remark representing this notion was
quoted by Max Planck in 1924. He mentioned that his tutor Philipp v. Jolly approximately
50 years earlier had told to him that physics was ۠a highly developed, almost fully mature
science that [..] would probably have soon adopted its ੗nal stable formۡ [1, tr.]. य़is thinking
has been proven wrong not only by the contributions of Planck himself to the establishment
of quantum mechanics, but also in particular by the development of elementary particle
physics over the past century.

Elementary particle physics questions the composition and interaction of ma॒er observed
in the universe. In the second half of the 20th century, the Standard Model of elementary
particle physics was established. Most observations of elementary particles and their inter-
actions have been found to be described well by this relativistic quantum ੗eld theory. It
is based on the principle of local gauge invariance and considers particles as excitations of
quantum ੗elds. However, the quantum ੗elds introduced in the Standard Model do intrin-
sically not contain any mass terms since these terms would violate the requirement of local
gauge invariance. Nevertheless, a theory of elementary particle physics must account for
the experimental observations of massive fermions and massive gauge bosons.

य़is problem can be solved by introducing the Higgs mechanism which was derived in the
1960۝s by several physicists. By utilizing the mechanism of electroweak symmetry breaking,
it allows massive elementary particles and at the same time ensures local gauge invariance.
य़e incorporation of this mechanism comes with an additional ੗eld, the so-called Higgs ੗eld,
coupling to all massive particles. य़e realisation of this new ੗eld results in a new boson, the
Higgs boson. य़e observation of this proposed new boson has therefore been one of the
main goals of experiments performed in the ੗eld of elementary particle physics over the last
decades.

In 2012, the collaborations of the ATLASs and CMS² experiments, both placed at the Large
Hadron Collider built at CERN³, announced the observation of a new boson with a mass
around 125 GeV܅ [2, 3]. य़e observation of this new boson was followed in 2013 by the
awarding of Peter Higgs and Francois Englert with the Nobel prize ۠for the theoretical discov-
ery of a mechanism that contributes to our understanding of the origin of mass of subatomic
particlesۡ [4].

s A Toroidal LHC ApparatuS
² Compact Muon Solenoid
³ European Organisation for Nuclear Research, fr. Conseil Européen pour la Recherche Nucléaire
܅ using natural units with ~ = c = 1.
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1. Introduction

First property measurements indicate the observed boson to be consistent with Standard
model predictions. Analyses performed within the ATLAS collaboration have shown that a
spin parity con੗guration of JP = 0+ is statistically preferred. Furthermore, the measured
signal strengths for di੖erent decay channels and production processes of the Higgs boson
are so far compatible with the SM prediction. However, the compatibility of the gluon fusion
signal strength with the SM prediction does not imply any statement on the coupling struc-
ture. Extensive studies on the coupling properties therefore still need to be accomplished.
In particular, it has to be investigated if the Higgs-gluon coupling vertex is described by a
top-quark loop, as it is predicted in the SM.

In this thesis, the tensor structure of the Higgs-gluon coupling is investigated with an ef-
fective theory approach using point-like coupling operators up to mass dimension seven [5].
य़e analysis considers a possible presence of the point-like vertices described by these opera-
tors in addition to the gluon-fusion coupling structure described in the SM.य़e contribution
of these coupling operators is determined by the Wilson coeਖ਼cients. Each Wilson coeਖ਼-
cient is investigated individually while the other coeਖ਼cients are set to zero. य़e additional
contributions can manifest themselves in the pT spectrum of observed Higgs bosons. य़is
pT spectrum was investigated with data of proton-proton collisions at

√
s = 8 TeV that was

recorded with the ATLAS detector in 2012. As a result of the analysis presented in this thesis,
the best ੗t values and con੗dence intervals for the Wilson coeਖ਼cients are given based on the
observations in data.

य़is thesis is structured as follows: At the beginning, the Standard Model theory and the in-
corporation of the Higgs mechanism are discussed and possible problems of this description
are brie੘y addressed. Moreover, the e੖ective theory describing the Higgs-gluon coupling
with point-like coupling operators is summarised. य़e description of the ATLAS detector
at the LHC in chapter 3 is followed by a discussion of the signal and background processes
which are relevant for this analysis. य़eir simulation according to predictions in the Stan-
dard Model or to di੖erent parameter realisations in the e੖ective theory are also treated in
chapter 4. य़e object reconstruction and event selection used for this analysis are discussed
in chapter 5. In chapter 6, the estimation of the background is addressed. य़e systematic
uncertainties which are considered in this analysis are explained in chapter 7. In chapter 8,
studies with simulated events are described which are used to interpret the observations in
data. य़e results based on the Higgs pT distribution extracted from data are then given in
chapter 9 and include the in੘uence of systematic uncertainties. Finally, the thesis concludes
in chapter 10 with a summary and interpretation of the obtained results.
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2. Theory Basics

य़is chapter aims to give a short overview of the theoretical background on which the anal-
ysis described in this thesis is based. First, an introduction to the Standard Model of particle
physics (SM), that is currently the best description of the known elementary (in the sense of
,ڧpoint-likeڧ without substructure) particles and their interactions, is given. Aॏerwards, the
phenomenology of the Higgs boson in proton-proton collisions at the LHC is summarized.
Furthermore, a short report on its detection and the current status of property measure-
ments at the ATLAS and CMS experiments is given. Finally, possible problems of the SM are
addressed followed by an alternative description of the Higgs-gluon coupling.

A more detailed description of the concepts outlined in the following two sections can be
found in [6ۗ10] and other references given in the text.

2.1. The Standard Model of Particle Physics

य़e SM is a relativistic quantum ੗eld theory describing the known elementary particles and
their interactions. It combines theories that describe electromagnetic, weak and strong force.
य़e gravitational force is the only known fundamental interaction which is not included in
the SM. However, at energy scales of elementary particle interactions accessible in current
collider experiments, gravitation does not in੘uence the behaviour of the particles. Several
predictions of the SM have been con੗rmed experimentally during the last decades, estab-
lishing the SM as the best currently known description of fundamental particle physics.

2.1.1. Elementary Particles

Particles in the SM can be categorized by their quantum numbers, one of them is their spin.
Fermions are particles with half-integer spin, they obey the Pauli exclusion principle and
Fermi-Dirac statistics. य़e SM contains twelve elementary fermions and their respective
antiparticles with opposite charges. य़ey have spin 1

2 and are currently considered as the
fundamental constituents of ma॒er. य़ese fermions can be further classi੗ed by their masses,
electric charge and colour charge. Particles carrying electric charge interact electromagnet-
ically, colour-charged particles take part in the strong interaction.

फ़arks are colour-charged fermions and can be further sub-categorised by their masses into
three mass generations. Each generation contains one up-type quark with electric charges

s in units of the elementary charge e
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I u up +2/3 3 2.3+0.7
−0.5 e electron −1 7 0.511

d down −1/3 3 4.8+0.5
−0.3 νe el. neutrino 0 7 <2 × 10−6

II c charm +2/3 3 1275(25) µ muon −1 7 105.66
s strange −1/3 3 95(5) νµ µ-neutrino 0 7 <0.19

III t top +2/3 3 173.07±0.52(stat)
±0.72(sys) τ τ -lepton −1 7 1776.82(16)

b bo॒om −1/3 3 4.18(3) ντ τ -neutrino 0 7 <18.2

Table arksࡊ:.2.1 and leptons in the SM [8].

+
2
3 and one down-type quark with −1

3 , giving six di੖erent quark ੘avours (up, down, charm,
strange, top, bo॒om) characterized by their mass and electric charge.

Leptons are colourless fermions and therefore do not interact strongly. Similar to quarks,
they come in three mass generations (lepton ੘avour): the electron e , the muon µ and the
τ -lepton, each with electric charge -1, together with the corresponding uncharged massless2

neutrinos νe ,νµ ,ντ . य़e properties and categorisation of elementary fermions are summa-
rized in table 2.1.

Next to spin, electric charge, colour charge and particle ੘avour, the weak isospin, or more
precisely, its third component I3 relating to the weak interaction, is another quantum number
of particles in the SM. Leॏ-handed fermions (stating negative chirality) have I3 = ±1

2 and
can therefore be wri॒en in doublets χL as shown in table 2.2. For quark states, it has to
be considered that the isospin eigenstates with I3 = −1

2 , denoted by d′, s′, and b′, are not
the corresponding observed mass eigenstates (d, s,b), but related to them by the Cabibbo-
Kobayashi-Maskawa matrix VCKM :

*..,
d′

s′

b′

+//-
=

*..,
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

+//-
*..,
d

s

b

+//-
(2.1)

where Vud , for example, speci੗es the coupling of u to d (d → u +W −)[6]. In contrast to the
lepton ੘avour2, the quark ੘avour is therefore not necessarily conserved in weak processes.
Right-handed fermions form singlets χR with I3 = 0. य़ey are therefore not a੖ected by
weak interaction. Consequently, right-handed neutrinos would not interact at all and are not
existent in the SM. Instead of quoting the weak isospin I3, it is also possible to characterize
a particle by specifying the weak hypercharge Y . It is related to the weak Isospin I3 and the

² In the original formulation of the SM, neutrinos are massless. However, observations of neutrino mixing
indicate small ੗nite neutrino masses [11ۗ13] and violate lepton ੘avour conservation.
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2.1. eࡋ Standard Model of Particle Physics

Fermion multiplets I I3 Q Y

Leptons

(

νe
e

)

L

(

νµ
µ

)

L

(

ντ
τ

)

L

1/2 +1/2 0 −1
−1/2 −1 −1

eR µR τR 0 0 −1 −2

फ़arks

(

u

d′

)

L

(

c

s′

)

L

(

t

b′

)

L

1/2 +1/2 2/3 +1/3
−1/2 −1/3 +1/3

uR cR tR 0 0 +2/3 +4/3
dR sR bR 0 0 −1/3 −2/3

Table 2.2.: Summary of fermion multiplets of the electroweak interaction. [7]

electric charge Q of a particle by the Gell-MannۗNishijima formula [7]

Q =
Y

2 + I3 . (2.2)

Bosons are particles with integer spin, they obey Bose-Einstein statistics. In the SM, gauge
bosons with spin 1 mediate the fundamental interactions. य़e uncharged and massless
photon (γ ) mediates the electromagnetic interaction. य़e strong force is mediated by the
exchange of gluons (д), which are massless and colour-charged. य़ey come in eight dif-
ferent colour states. In contrast to gluons and photons, the mediators of the weak inter-
action, the uncharged Z -boson and the electrically charged W ±-bosons, have masses of
91.1876(21) GeV and 80.385(15) GeV [8], respectively. य़e additional Higgs particle is
a scalar boson. Its existence has been an open question for the last 40 years. य़e Higgs
boson was detected in 2012 at ATLAS [2] and CMS [3]. According to recent analyses, it
has a mass around 125 GeV (mH = 125.36 ± 0.37(stat.) ± 0.18(sys.)GeV (ATLAS [14]) and
mH = 124.70 ± 0.31(stat.) ± 0.15(sys.)GeV (CMS [15])). य़e particles in the SM and their
categorisation are illustrated in ੗gure 2.1.

2.1.2. Interactions and Gauge Theories

A theory of particle physics has to describe all known particles, their properties and the
fundamental interactions. In the SM, the fundamental interactions are mediated by bosons
as exchange particles. Since the SM is a relativistic quantum ੗eld theory, each particle is the
excitation of the corresponding quantum ੗eld. Any quantum ੗eld theory can be described
in the Lagrange formalism. For example, the free Dirac Lagrangian L of a fermion ੗eld ψ
reads³

L = iψγ µ∂µψ −mψψ (2.3)

³ a precise de੗nition of all objects, especially the gamma matrices γ µ , can be found e.g. in ref. [6].
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2. eoryࡋ Basics

Figure 2.1.: Elementary particles in the StandardModelࢱ with their masses [8] and their quantum
numbers of spin and electric charge.

ࢱ illustration: Standard Model of Elementary Particles, Licensed under Creative Commons A॒ribution
3.0 via Wikimedia Commons - http://commons.wikimedia.org/wiki/File:Standard_Model_of_
Elementary_Particles.svg

with the adjoint spinorψ ≡ ψ †γ 0 and the fermion massm܅. By applying the Euler-Lagrange
equation toψ , the relativistic Dirac equation describingmassive spin-1

2-fermions is derived:

iγ µ ∂µψ −mψ = 0. (2.4)

A gauge theory demands the Lagrange density L to be locally invariant under all symmetry
transformations in the symmetry group describing the theory. य़e electromagnetic inter-
action does not modify the quantum numbers of interacting particles and therefore can be
described by the group U (1) [7]. However, the free Dirac Lagrangian is not invariant under
the local U (1) gauge transformation

ψ → e−iqλ(x )ψ , (2.5)

with q denoting the electric charge, but transforms according to [6]

L → L + (qψγ µψ )∂µλ . (2.6)

To obtain an invariant Lagrangian of quantum electrodynamics (QED), which is the rela-
tivistic quantum ੗eld theory describing electromagnetic interactions, a new vector ੗eld Aµ

܅ To be precise, one would need to distinguish between a mass operatorM and its eigenvaluesm:MΨ =mΨ.
In the following, mass operator and eigenvalues are both denoted bym and the distinction has to be done
from the context. य़e same shortened notation is in the following used for several other quantum numbers.
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2.1. eࡋ Standard Model of Particle Physics

transforming according to

Aµ → Aµ + ∂µ λ (2.7)

has to be introduced. De੗ning the covariant derivative

Dµ ≡ ∂µ + iq Aµ , (2.8)

the QED Lagrangian for one particle species satisfying local gauge invariance reads [9]

LQED
= ψ (i γ µDµ − m)ψ − 1

4FµνF
µν (2.9)

with Fµν ≡ ∂µAν − ∂νAµ . य़e vector ੗eld Aµ can be identi੗ed as the photon ੗eld. It is forced
to be massless since any QED Lagrangian including a mass term for the introduced vector
੗eld is not invariant.

In the Standard Model, electromagnetic and weak interaction are described in a uni੗ed the-
ory by the electroweak interaction formulated by Glashow, Salam and Weinberg [16ۗ18].
य़is theory is based on the symmetry group SU (2)L × U (1)Y . य़e weak interaction of
fermions depends on their chiral states, everyDirac spinorψ can be divided into a leॏ-handed
chiral stateψL and a right handed oneψR by

ψ = ψL +ψR =
1
2

(

1 − γ 5)ψ +
1
2

(

1 + γ 5)ψ . (2.10)

य़e Dirac spinor includes information on space-time-dependence, spin and charge of a par-
ticle. Moreover, the particle wave function includes information of the isospinor state and
the weak hypercharge of the particle. In isospinor space, leॏ handed particles form isospinor
doublets and right handed fermions form isospinor singlets, as summarized in table 2.2. Ro-
tations of the wave function can be performed in each independent subspace and leave the
particle state in other independent spaces unchanged.

Leॏ handed isospinor doublets are transformed in the SU (2)L group by

ψL → exp
(

i
д

2~τ · ~α (x )
)

ψL (2.11)

in which ~τ is the vector of the 2 × 2 Pauli matrices and д is a coupling constant, the vector
function ~α (x ) depends on three transformation angles in the isospinor space. य़is transfor-
mation leaves the space-time, spin and hypercharge of the wave function unchanged. य़e
transformations under U (1)Y are

ψL → exp
(

i

(
д′

2 Y

)

β (x )

)

ψL (2.12)

ψR → exp
(

i

(
д′

2 Y

)

β (x )

)

ψR (2.13)

with a di੖erent coupling constantд′. य़e demand of local gauge invariance this time requires
the introduction of three vector ੗elds ~Wµ for the SU (2) symmetry group and one single vector
੗eld Bµ for U (1). With these new gauge ੗elds, the covariant derivative can be deduced and

7



2. eoryࡋ Basics

reads [10]

∂µ → DL
µ = ∂µ + i

д

2 ~τ · ~Wµ + i
д′

2Y Bµ (2.14)

for leॏ-handed fermion ੗elds and

∂µ → DR
µ = ∂µ + i

д′

2Y Bµ (2.15)

for right-handed charged fermion ੗elds. Finally, inserting these covariant derivatives into
equation 2.4 and adding kinematic terms for the new ੗elds gives the electroweak Lagrangian
for one fermion generation

LEW
= ψ L

(

i γ µDL
µ −m

)

ψL +ψR

(

i γ µDR
µ −m

)

ψR −
1
4
~Wµν · ~W µν − 1

4 BµνB
µν (2.16)

with
W a

µν = ∂µW
a
ν − ∂νW a

µ − 2д ϵabcW b
µW

c
ν and (2.17)

Bµν = ∂µBν − ∂νBµ . (2.18)

However, this Lagrangian is only invariant under local gauge transformations in the group
SU (2)L × U (1)Y for the case thatm = 0 holds for all fermions. य़e demand of local invari-
ance also forbids mass terms of the gauge ੗elds, which is in contrast to the experimentally
observed massive gauge bosons Z andW ± of the weak interaction.

To account for those deviations from experimental observations, the Higgs mechanism with
an additional Higgs ੗eld is incorporated and allows massive gauge bosons and massive
fermions without destroying local gauge invariance. य़e Higgs mechanism and the Higgs
boson in the Standard Model are described in the following sections.

य़e photon ੗eld Aµ can be identi੗ed with none of the ੗elds ~Wµ or Bµ since each of them
couples to neutrinos. य़e observable ੗elds must therefore be linear combinations of the
gauge ੗elds ~Wµ and Bµ . य़e photon ੗eld must not couple to neutrinos and couples to leॏ
and right chiral ੗elds with the same strength. It has to be orthogonal to the ੗eld Z µ of the
neutral Z-boson, so that one obtains [10]

Aµ
= Bµ cosθW +W µ

3 sinθW (2.19)
Z µ
= −Bµ sinθW +W µ

3 cosθW (2.20)

with the weak mixing angle θW de੗ned by

cosθW =
д

√

д2
+ д′2

(2.21)

sinθW =
д′

√

д2
+ д′2

. (2.22)

Considering the processes νe → e− +W + with ∆I3 = −1 and e− → νe +W
− with ∆I3 = 1

and the generation of their isospinor transformations by the matrices τ− = 1
2 (τ1 − i τ2) and

8



2.1. eࡋ Standard Model of Particle Physics

τ+ = 1
2 (τ1 + i τ2), one ੗nds that the W-boson ੗elds are given by

W ± =
1
√

2

(

W
µ

1 ∓ iW
µ

2
)

. (2.23)

फ़antum chromodynamics (QCD) is the quantum੗eld theory describing strong interactions.
य़e evidence for a further quantum number, named colour charge, can be found e.g. in the
quark wave function of the observed ∆

++ state. Without an additional quantum number,
the total wave functionψ∆++ would be symmetric. Experimental evidence for three di੖erent
colour charges is particularly found in the observed cross sections for hadron production in
e+e− collisions [19]. य़e particle wave function hence has to be extended by a tensor product
with a colour function χcolour in a three-dimensional space.

य़ree colour charges point that the principle of local gauge invariance in QCD must apply
to transformations in the SU(3) symmetry group. य़ey can be wri॒en as

ψ → exp *.,i
дs

2

8∑

i=1
λjβj (x )

+/-ψ (2.24)

with eight 3×3Gell-Mannmatrices λj and an eight-component transformation function ~β (x )

depending on eight phases. Again, only the colour-dependent part of the wave function is
transformed. Introducing eight vector ੗elds Gµ

j that transform like [10]

G
µ
j → G′

µ
j = G

µ
j − ∂

µβj − дs fjklβkGµ

l
(2.25)

for in੗nitesimal transformations βj and the totally antisymmetric structure functions fjkl ,
local gauge invariance is ensured with the covariant derivative

Dµ
= ∂µ + i

дs

2 λj G
µ
j . (2.26)

य़e QCD Lagrangian then reads

L = ψ
(

i γµDµ −m
)

ψ − 1
4Gj, µνG

µν
j (2.27)

with the ੗eld tensor Gµν
j = ∂

µGν
j − ∂νG

µ
j − дs fjklG

µ

k
Gν
l
. य़ere are eight massless gluon ੗elds

G
µ
j , which is in agreement with experimental observations.

2.1.3. The Higgs Mechanism

य़e previous section introduced the principle of local gauge invariance in the SM, which lead
to the introduction of several gauge ੗elds and ensures renormalisability [20]. As a result of
this principle, the gauge ੗elds in all cases need to be massless. य़ere is no problem with that
fact for the electromagnetic and the strong interaction, but the observed masses ofW ± and
Z -boson cannot be explained in that way. In the Standard model, these gauge bosons and
fermions get their masses (see ੗g. 2.1) by the so-called Higgs mechanism [21ۗ26].
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For this purpose, a new scalar ੗eld represented by an isospinor doublet of two complex ੗elds
Φ
+ and Φ

− is introduced [10]

Φ = *,
Φ
+

Φ
0+- ≡

(

Φ3 + i Φ4
Φ1 + i Φ2

)

, Φ1 . . .Φ4 ∈ R, (2.28)

with quantum numbers Y = 1 and I = 1/2. य़e corresponding Higgs potential considered is
given by

VH = −µ2
Φ
†
Φ + λ (Φ†Φ)2 , λ > 0 , (2.29)

and leads to the Lagrange densitiy of the Higgs ੗eld:

L = (∂µΦ)†(∂µΦ) + µ
2
Φ
†
Φ − λ (Φ†Φ)2 . (2.30)

य़e Lagrangian must be gauge invariant under local transformations of Φ in the SU(2) and
U(1) symmetry groups analogous to (2.11) and (2.12), respectively. य़is is achieved replacing
∂µ of Φ by the covariant derivativeDµ as wri॒en in (2.14) and by adding the kinematic terms
for the gauge ੗elds. Consequently, one gets

L = (Dµ
Φ
†)(DµΦ) + µ

2(Φ†Φ) − λ2(Φ†Φ)
︸                                           ︷︷                                           ︸

LHiggs

−1
4
~Wµν · ~W µν − 1

4 BµνB
µν (2.31)

with the ੗eld tensors de੗ned according to (2.17) and (2.18). य़is Lagrangian is invariant
under local SU (2) ×U (1) gauge transformations. However, considering the Higgs potential
VH in (2.29), it can be seen that Φ = 0 is obviously not the ground state of the physical system
described by this Lagrangian. Since calculations in the Standard Model are performed with a
perturbative approach starting from the ground state of the ੗elds involved, this formulation
is not suited to read o੖ physical quantities. For the case of µ > 0, the ground state for the
Higgs potential in (2.29) is found at

(

Φ
†
Φ

)

min
= |Φ|2min =

µ2

2λ =
ν2

2 (2.32)

with the vacuum expectation valuev . य़is ground state is continuously degenerated since it
is occupied by di੖erent con੗gurations of the real ੗elds Φ1 . . .Φ4 . Figure 2.2 illustrates this
degeneration in two dimensions. य़e choice of the particular vacuum state

Φ0 =
1
√

2

(

0
ν

)

(2.33)

with quantum numbers I3 = −1/2 and Y = 1 breaks the SU (2)L × U (1)Y symmetry of the
Lagrangian in (2.31) spontaneously. According to (2.2), this ground state hasQ = 0, therefore
U (1)Q symmetry remains unbroken. य़e choice of a vacuum state with Φ

+
, 0 would lead

to a massive photon, a possible contribution of Φ2 can be eliminated by applying a gauge
transformation [10]. Using this unitary gauge, the scalar ੗eld Φ(x ) can be parametrised

10
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φ1

V (φ1,φ2)

φ2

Figure 2.2.: Higgs potential V (φ1,φ2) in two dimensions for the case of spontaneous symmetry
breaking µ > 0 [27].

around the chosen vacuum state writing

Φ(x ) =
1
√

2

(

0
ν + h(x )

)

. (2.34)

By rewriting the Lagrangian (2.31) with this parametrisation, gauge boson mass terms occur.
य़ey come from the ੗rst term in (2.31) evaluated at the vacuum state Φ0. य़e corresponding
component ∆L of the full Lagrangian is therefore obtained to be [9]

∆L = 1
2
ν2

4
[
д2(W 1

µ )
2
+ д2(W 2

µ )
2
+ (−дW 3

µ + д
′Bµ )

2]
. (2.35)

Consequently, the masses of the photon (γ ), Z-boson and theW ±-bosons with their ੗elds
according to (2.19), (2.20) and (2.23) can be read o੖ with the following values:

mγ = 0 (2.36)

mZ =
ν

2

√

д2
+ д′2 (2.37)

mW ± =
ν

2д . (2.38)

Considering the excitation h(x ) from the ground state, the Lagrangian LHiggs as de੗ned in
(2.31) becomes

LHiggs
= −λν2h2 − λνh3 − 1

4λh
4

︸                        ︷︷                        ︸
potential terms

+

1
2 (∂µh)

2
+

[
m2

WW
µ+W −µ +

1
2m

2
ZZ

µZµ

]
·
(

1 + h

ν

)2

︸                                                            ︷︷                                                            ︸
kinematic terms

. (2.39)

य़e ੗eld h(x ) therefore results in a scalar particle H with mass

mH =

√
2λ ν (2.40)
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that couples to the massive gauge bosons and to itself. य़is particle is known as the Higgs
boson. Fermion masses are implemented in a similar way, again exploiting the principle of
spontaneous symmetry breaking. A Higgs-fermion coupling has to be introduced that leaves
the neutrinos massless in the ground state (2.33). For the electron as an example, the added
Yukawa-coupling term becomes

LYukawa
e = −λe

(

νe , e
)

L · Φ eR + h.c. . (2.41)

य़us, the electron acquires a mass of

me =
1
√

2
λeν . (2.42)

Similar terms are added for all charged fermions in the StandardModel. Evaluating these cou-
pling terms in unitary gauge, one ੗nds that the coupling of the Higgs boson to any fermion
f is proportional to the fermion mass [9]

LYukawa
f = −m f f f

(

1 + h

ν

)

. (2.43)

य़e vacuum expectation value ν can be determined by measuring theW ±-boson mass and
the electroweak couplings, as it can be seen from (2.38). Couplings of the weak interaction
are commonly expressed in terms of the Fermi coupling constant [8]

GF =

√
2

8

(

д

mW

)2
= 1.166 378 7(6) × 10−5 GeVƐ2 . (2.44)

य़e vacuum expectation value is then given by

ν =

(√
2GF

)−1/2
≈ 246 GeV . (2.45)

Regarding the Lagrangian given in (2.39), λ is therefore the only remaining unknown cou-
pling parameter. Consequently, whenmH is measured experimentally, all coupling parame-
ter included in the SM are determined.

य़e full Standard Model Lagrangian ੗nally reads

LSM
= LHiggs

+ LEW
+ LQCD

+ LYukawa . (2.46)

2.2. The Higgs Boson

य़e incorporation of the Higgs mechanism into the Standard Model, as described in the
previous section, predicts the existence of a new boson with particular properties. य़e SM
Higgs Boson is predicted to have no electrical charge, no colour charge and a spin-parity
con੗guration of 0+. य़e coupling of the Higgs boson to fermions and the weak gauge bosons
is proportional to their masses. य़ese properties of the SMHiggs Boson need to be measured
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2.2. eࡋ Higgs Boson

to con੗rm its existence and to rule out other extended and more complicated theories. Aॏer
the detection of a Higgs-candidate in 2012 at ATLAS [2] and CMS [3], this is one of the main
goals of ongoing analyses.

य़e search for the Higgs boson gives rise to several experimental challenges explaining the
fact that the existence of the Higgs Boson has been an unanswered question for more than 40
years. First of all, the SM Higgs boson is predicted to have a very short lifetime (about 10−22s
for an assumed Higgs boson mass of 125 GeV, calculated from [28]) allowing only its decay
particles to be detected. Very small production cross sections and signal-to-background-
ratios require particle accelerators with high centre of mass energies and luminosities as
well as the development of sophisticated data selection strategies.

In the ੗rst part of this section, constraints on the Higgs Boson mass based on the Standard
Model prediction and their compatibility to the measured mass of the new boson detected at
ATLAS and CMS are discussed. Aॏerwards, the phenomenology of the Higgs production at
proton-proton collisions and the decay of the Higgs boson to detectable particles are sum-
marized. Finally, a short review on the Higgs observation at the LHC and the current status
of property measurements is given.

2.2.1. Constraints on the Higgs Boson Mass in the Standard Model

According to (2.40), the Higgs bosonmass depends on the vacuum expectation value ν and on
the scale parameter λ which is a free parameter in the Standard Model. However, there are
some theoretical constraints on the SM Higgs boson mass. For the process e−e+ →W +W −,
divergencies occur in amplitudes with longitudinally polarized W-bosons at high energies
and violate unitarity ifmH . 1 TeV [29] does not hold. Furthermore, several couplings in-
volving the Higgs boson enter a non-pertubative domain for very high Higgs boson masses
[30] resulting in another upper bound (triviality or perturbativity bound). य़e demand of a
(meta)stable vaccuum additionally leads to a lower bound on the Higgs boson mass. Since
these problems with very low or high Higgs boson masses could be solved by physics be-
yond the Standard Model, these bounds depend on the scale at which so-called new physics
becomes relevant, as shown in ੗gure 2.3a.

On the experimental side, indirect constraints on the Higgs boson mass can be derived from
electroweak precision measurements. य़ese indirect measurements exploit that couplings
and therefore particle masses in the SM depend on the Higgs boson massmH . As shown in
੗gure 2.3b, the best ੗t value ismH = 93+25

−21GeV [33]. Assuming the new particle detected at
the LHC to be the SM Higgs boson, this value is compatible to the average ATLAS and CMS
mass measurements [14, 15] within 1.3σ . य़ese predictions are only valid for a SM Higgs
boson. य़e search for possible Higgs bosons is performed over a wider mass range of about
(110 − 1000) GeV to be sensitive to extended theoretical models.

2.2.2. Higgs Boson Production in Proton-Proton Collisions

At the LHC, the Higgs Boson is produced in proton-proton collisions. य़e interactions of in-
terest can be considered as hard sca॒ering processes of gluons and (anti)quarks. In previous

13
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(a)ࡋeoretic bounds onmH depending on the scale
Λ on which new physics has to appear in order
to avoid the bounds. eࡋ diञerent bands account
for theoretic uncertainties. eࡋ grey bands repre-
sent 95%C.L. exclusion limits determined in exper-
iments before the LHC. [31]
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Figure eoreticalࡋ:.2.3 (a) and experimental (b) constraints on the Higgs boson mass. eࡋ results
including direct mass measurements at the LHC assume the detected particle to be the SM Higgs
Boson.

experiments, parton density functions (PDF) f (xi ,Q ) for protons were determined. य़ey pre-
dict the probability to ੗nd a particular parton i (in this case a gluon or a(n) (anti)quark) with
momentum fraction xi in the proton at a given energy scale Q . In proton-proton collisions,
the presence of several partons cause so-called underlying events of partons interacting with
small momentum transfer. य़ey occur in addition to the actual hard sca॒ering process. Con-
sidering this hard sca॒ering process of two particular partons i and j with cross section σij ,
the cross section of this process in the collision of two protons A and B is, according to the
factorisation theorem, given by [34, 35]

σAB =

"
dxi dxj fA(xi , µF ) fB (xj , µF ) σij (µR ) . (2.47)

Here, µF is the factorisation scale, which can be thought of as the scale that separates the long-
and short-distance physics, and µR is the renormalisation scale for theQCD running coupling.
य़e numerical result will depend on the choice of these scales, it is sensible to choose µF = µR
values of the order of the typical momentum scales of the hard sca॒ering process [35]. य़e
choice of a particular µR can equivalently be expressed by the corresponding strong coupling
constant αs (µR ).

य़e four di੖erent Higgs boson production modes with largest cross sections in hadron col-
liders are represented by their Feynman graphs in ੗gure 2.4. य़e production cross sections
for a Higgs boson mass ofmH = 125 GeV are given in table 4.1.

य़e most important production mechanism is gluon fusion. य़e contribution to the total
Higgs boson production is about 86.5⁵ at mH = 125 GeV [28]. य़e coupling of the Higgs
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(d) heavy-quark associated production
(bbH or ttH )

Figure 2.4.: Leading order Feynman graphs for themainHiggs boson productionmodes at hadron
colliders. Heavy quarks (top or boࡇom) are denoted by Q , light quarks by q. Time axis in
horizontal direction.

boson to the gluons in the initial state is mediated by a heavy quark loop. Top quarks are
preferred because of their high mass. At leading order, the Higgs boson is the only particle in
the ੗nal state and thus has no transverse܆ momentum pT . Considering next-to-leading-order
(NLO) processes, initial states with one or even two quarks are possible. Figure 2.5 shows for
each possible initial state one exemplary NLO Feynman graph with a gluon-gluon-Higgs-
vertex as predicted in the SM . In these next-to-leading-order processes, the Higgs boson
acquires a non-zero transverse momentum.

�t
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д
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д

(a) gluon - gluon initial state

�t
д

q

H

q

(b) (anti-)quark - gluon initial
state

�
д

t

q

q

H

д

(c) quark - anti-quark initial state

Figure 2.5.: Exemplary NLO Feynman graphs for Higgs production in gluon fusion with diञerent
initial states . eࡋ process in (b) is also possible with an anti-quark in the initial state.

In vector boson fusion (VBF), the Higgs Boson is produced by fusion of two vector bosons
(W ±- or Z -bosons), each emi॒ed by a quark of the colliding protons. य़e contribution to
the total Higgs boson production is about 7⁵. य़e additional jets in the ੗nal state prefer
a forward-backward con੗guration which means a large seperation in pseudorapidity (for
de੗nition see section 3.2.1). Tagging these two high-pT jets allows to de੗ne event categories
enriched with VBF production. Associated production with vector bosons (VH), which is
also called Higgsstrahlung, is the third important production process. य़e Higgs boson is

य़e܆ coordinate system in which transverse observables are de੗ned is described in the next chapter
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radiated from a weak gauge boson which is produced in qq annihilation. य़is production
process contributes to the total Higgs boson production cross section by about 5⁵. Heavy-
quark associated production does not play an important role in the Higgs production because
of its small relative cross section of less than 1⁵. One main reason for this small production
cross section is the high invariant mass that is required to produce the heavy quark pair in
the ੗nal state.

य़e cross sections of the di੖erent Higgs boson production modes depend on the collision
energy

√
s . य़e analysis presented in this thesis is based on data taken in the ATLAS experi-

ment in 2012 with
√
s = 8 TeV. य़e corresponding cross sections for the di੖erent production

modes are shown depending on di੖erent Higgs bosonmass hypotheses in ੗gure 2.6. य़e the-
oretical uncertainties mainly originate from limited order calculations and uncertainties on
the proton parton density functions. य़e peak at around 350 GeV in the gluon fusion curve
is explained by the fact that formH ≈ 2mt , the top quark is on its mass shell.

 [GeV] HM
80 100 200 300 400 500 1000

 H
+

X
) 

[p
b]

   
 

→
(p

p 
σ

-210

-110

1

10

= 8 TeVs

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

01
4

 H (NNLO+NNLL QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→
pp 

 ZH (NNLO QCD +NLO EW)

→pp 

 ttH (NLO QCD)

→
pp 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)

→pp 

Figure 2.6.: Standard Model Higgs boson production cross sections at
√
s = 8 TeV [28]

2.2.3. Higgs Boson Decay Processes

य़e Higgs boson is unstable and can therefore only be reconstructed by the detection of its
decay particles. य़e branching ratio BR of a possible decay channel is de੗ned as the decay
width of the Higgs Boson in this particular decay channel divided by the total Higgs boson
decay width,

BR (H → X ) ≡ ΓH→X

Γtot
, (2.48)

and corresponds to the decay probability.
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2.2. eࡋ Higgs Boson

य़e Higgs Boson can decay to either bosonic or fermionic particle states. Possible fermionic
decay products are quark-anti-quark pairs as well as lepton-anti-lepton pairs. य़e fermion
coupling to the Higgs boson is proportional to the fermion mass, but top quark pairs are too
heavy to be produced in a Higgs boson decay ifmH . 2mt . Only branching ratios for bb, cc ,
τ+τ− and µ+µ− as fermionic decay products are shown in ੗gure 2.7a because other fermions
are too light to contribute signi੗cantly.

Possible bosonic decay states are ZZ ,W +W −, дд, Zγ and the decay considered in this anal-
ysis into two photons γγ . य़e Higgs decay into massless photons is similar to the gluon
fusion production process mediated by a particle loop, predominantly of top quarks andW ±
bosons. For a Higgs boson mass of 125 GeV, the largest branching ratio can be observed for
the bb decay state with BR > 0.5. However, this Higgs boson decay is hardly accessible ex-
perimentally in gluon fusion and VBF Higgs boson production because of the high hadronic
background rates at LHC. Consequently, at least one photon, lepton or a tau decay is required
for a ੗nal particle state to be reliably reconstructed as a Higgs boson decay product.

य़e high reconstruction eਖ਼ciency for photons is the main reason why the two photon decay
H → γγ with a branching ratio of only BR = 2.28 × 10−3 nevertheless has a high sensitivity
for the detection and property measurements of the Higgs boson. Furthermore, it has a high
mass resolution and a lower background rate compared to other ੗nal states with higher
branching ratios.
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Figure 2.7.: Predicted branching ratios and cross sections of diञerent SM Higgs boson decay
channels [28]

य़e massive gauge boson pairs produced by a decaying Higgs boson decay themselves to
leptonic or hadronic ੗nal states (or mixtures of both). Figure 2.7b shows the Higgs boson
production cross section times branching ratio at

√
s = 8 TeV for di੖erent hypothetical Higgs
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boson masses for ੗nal particles that are actually detected directly in the detector (apart from
the tau leptons). य़e highest cross sections are obtained for ੗nal states containing neutrinos
(decaying tau leptons also produce at least one neutrino). Since neutrinos cannot be detected
directly and only appear as missing transverse energy Emiss

T
(for de੗nition, see sec. 3.2.1),

these ੗nal states have only low mass resolutions. य़is underlines the importance of the two
photon ੗nal state for mass measurements.

2.2.4. Observation of a new Boson at the Large Hadron Collider

In 2012, ATLAS and CMS announced the observation of a new boson with a mass of around
125.5 GeV and a signi੗cance of 5.9σ and 5.0σ , respectively [2, 3]. य़is corresponds to a
maximum local p0-value (background ੘uctuation probability) of 1.7 × 10−9 for the ATLAS
analysis, as shown in ੗gure 2.8. A p0-value corresponding to 5σ is required to consider a
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Figure 2.8.: Combined search results in the ATLAS experiment: eࡋ observed (solid) local p0 as
a function ofmH and the expectation (dashed) for a SM Higgs boson signal hypothesis (µ = 1)
at the given mass [2].

particle as observed.

य़e observation of the Higgs boson is essential to con੗rming the mechanism of electroweak
symmetry breaking, but the properties of the detected Higgs boson must be carefully anal-
ysed to verify the predictions of the StandardModel. य़e detection of the new particle decay-
ing into two photons implies that it is an uncharged boson. य़e Landau-Yang theorem forbids
the decay of a spin-1 particle into two photons [36, 37], while further analyses at the ATLAS
experiment exclude spin parity con੗gurations for the Higgs boson of JP = 0−, 1+, 1−, 2+ [38].
Figure 2.6 shows the perturbatively calculated SM prediction for the Higgs boson production
cross sections.

य़ese theoretical predictions can be compared to measurements from data to determine the
signal strength

µ =
σobs
σSM
. (2.49)
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य़is analysis can be performed separately for di੖erent production modes exploiting particu-
lar event topologies of the di੖erent production processes. Furthermore, the signal strengths
µ are determined for each decay channel separately and for their combination. Figure 2.9a
shows the corresponding results for the simultaneous determination of µggF and µVBF in the
H → γγ decay. य़e best ੗t value for the gluon fusion signal strength µggF determined in the
diphotonHiggs boson decay at a Higgs bosonmass ofmH = 125.4 GeV is 1.32 ± 0.38 [39]. In
੗gure 2.9b, the corresponding signal strength measurements in the di੖erent decay channels
and their combination is shown. य़e results of these coupling strength measurements are so
far compliant to the SM prediction µ = 1. However, the compatibility of µggF with the SM
does not imply any statement on the coupling structure itself. Moreover, despite observed
evidence for gluon fusion in cross-channel analyses, nomodel-independent evidence that the
gluon-Higgs-coupling is mediated by a top quark and not by other heavy particles has been
found, yet. Further analyses of Higgs properties therefore investigate possible anomalous
contributions to coupling structures and (di੖erential) cross section measurements.
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Figure 2.9.: Coupling strength measurements of the detected Higgs Boson at the ATLAS detector.
eࡋ Standard Model prediction corresponds to µ = 1 in all cases.

2.3. Physics Beyond the Standard Model

With the recent discovery of the Higgs Boson at the LHC, all elementary particles predicted
in the Standard Model are con੗rmed to exist. य़e identi੗cation of electroweak symmetry
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breaking realized in the Higgs mechanism further validates the SM to be an accurate descrip-
tion of elementary particles at currently accessible energy scales. Nevertheless, there are still
some open questions for which the Standard Model does not give a satisfactory answer. य़is
relates to the problem of the large mass hierarchy and small neutrino masses܇, the missing
uni੗cation with gravity and the existence of dark ma॒er [42]. Di੖erent implementations
of a Grand Uni੗ed य़eory (GUT) are proposed in which strong, electromagnetic and weak
force are uni੗ed and characterized by one larger gauge symmetry.

Signatures of such new physics might arise at energy scales accessible at the LHC and be
identi੗ed in the form of new particles or processes. Next to these direct searches, the precise
measurement of theHiggs boson properties and possible deviations from the SM expectations
provide another probe for newphysics. In addition to searches for newphysics at high energy
scales at the LHC, other precision experiments intend to ੗nd signatures of new physics even
at lower energy scales e.g. by providing very high intensities and branching ratio sensitivities
[43].

2.4. Probing the Nature of the Higgs-Gluon Coupling

In this section, an e੖ective theory for a general description of a point-like gluon-Higgs cou-
pling, that is compatible with the gauge symmetries of the SM, is introduced. य़is concept
is described in detail in [5] so that only the parts relevant for the analysis presented in this
thesis are summarized in the following.

In elementary particle physics, e੖ective theories are oॏen used to give predictions that are
in agreement to observations at a limited energy scale. य़is means that an e੖ective theory
ignores substructures and further degrees of freedom at shorter distances (corresponding
to higher energies). Above a particular energy scale Λ, these additional degrees of freedom
become relevant and manifest themselves in observable phenomena that are not predicted in
the e੖ective theory. At lower energies, the dynamics can be predicted at suਖ਼cient accuracy
without the knowledge of the high energy Lagrangian. Generally, an e੖ective Lagrangian

L =
∑

i

ciOi (2.50)

is a sum of local, gauge and Lorentz invariant operators Oi [44]. य़e contribution of the
individual operators is determined by a set of coeਖ਼cients ci .

A commonly cited example of an e੖ective theory in elementary particle physics is the Fermi
य़eory of Beta Decay [45, 46] that can also be used to approximate other weak processes
such as the muon decay. According to this theory proposed in 1933, the muon decays in
one single vertex at which muon, muon neutrino, electron and electron neutrino interact.
य़e four fermion operator describing this point-like coupling vertex is of dimension six. य़e
coupling strength of this four fermion interaction is described by the Fermi coupling constant
GF which was given in (2.44) and has dimensions GeV−2. However, cross sections calculated

܇ An extension of the SM accounts for this ੗nding and introduces the Pontecorvo-Maki-Nakagawa-Sakata
matrix (PMNS) [41] that relates the neutrino eigenstates of the weak interaction with their mass eigenstates.
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in the Fermi theory grow with the square of the energy, σ ∼ G2
FE

2 and are therefore not in
agreement to observations at energy scales above 100 GeV. य़e reason for this observation
are the additional degrees of freedom of the massive W-boson that cannot be neglected at
energies comparable to the W-boson mass. य़e point-like vertex described in the Fermi
य़eory is the low energy limit of the weak interaction as described in the SM in which the
µ±-decay is accomplished by the exchange of aW ±-boson. Figure 2.10 shows the Feynman
graph of a muon decay according to the point-like Fermi interaction and according to the
Standard Model.

�
W −
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(a) Standard Model µ−-decay

�µ
−
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νe

(b) µ−-decay in Fermiڣs interaction

Figure 2.10.: Feynman graphs of a µ−-decay in the SM with the exchange of aW −-boson and in
the limitmW → ∞ representing a point-like coupling proposed in the Fermi .eoryࡋ

Even the Standard Model of Particle Physics can be considered as an e੖ective theory that is
only valid at energies below a particular energy scale. Moreover, the SM prediction of the
Higgs-gluon coupling mediated by a top quark (see section 2.2.2) is oॏen approximated in
an e੖ective approach by a point-like coupling derived in the limitmt → ∞. य़is point-like
coupling can then be described by a coupling operator of mass dimension ੗ve which given
by

O1 = HGj, µνG
µν
j (2.51)

with the Higgs boson H and the gluon ੗eld tensor Gµν
j . In this analysis, the transverse mo-

mentum distribution of the Higgs boson measured with the ATLAS experiment is tested for
an observable e੖ect of higher dimensional operators. य़e di੖erence between a loop-induced
coupling and a point-like coupling is expected to be particularly strong in events in which
a jet with high transverse momentum is observed in addition to the Higgs boson [5]. Possi-
ble Feynman graphs representing SM Higgs boson production processes with a Higgs-gluon
vertex and with one additional jet are shown in ੗gure 2.5 for di੖erent initial particle states.
Considering point-like vertices in an e੖ective theory instead of a coupling induced by a top
quark, the Lagrangian taking into account operators up to mass dimension seven for a CP
even Higgs boson can be wri॒en as [5]

L = C1
Λ
O1 +

5∑

n=2

Cn

Λ3 On , (2.52)

O1 = HGj, µνG
µν
j , O2 = HDαGj, µνD

αG
µν
j , O3 = HG

µ
j,νG

ν
k,σG

σ
l , µ fjkl , (2.53)

O4 = HDαGj,ανDβG
βν
j , O5 = HGj,ανD

νDβGα
j, β

21



2. eoryࡋ Basics

where

G
µν
j = ∂

µGν
j − ∂νG

µ
j − дs fjklG

µ

k
Gν
l
, DµGν

j = ∂
µGν

j − дs fjklG
µ

k
Gν
l

(2.54)

with the gluon ੗eldGµ
j and the Higgs boson H . य़e strong coupling is denoted by дs and fjkl

are the SU(3) structure constants. य़is Lagrangian describes the coupling of a scalar Higgs
boson to gluons. An e੖ective Lagrangian with pseudo-scalar operators is also given in [5],
but not considered in this analysis. य़e operator O1 is of mass dimension ੗ve and describes
the SM Higgs-gluon coupling in themt → ∞ limit (neglecting lighter quark loops). य़e op-
erators O2,O3,O4 andO5 are of mass dimension seven. य़e operators de੗ned in 2.53 are not
linearly independent, but are related bym2

HO1 = 4O5−2O2+4дsO3 [5]. य़e mass parameter
Λ is undetermined a priori and represents the energy scale of some new physics generating
the point-like vertices. य़e coeਖ਼cientsCi are free parameters called Wilson coeਖ਼cients and
must be determined experimentally. Di੖erential cross sections calculated in this e੖ective
theory then take the (symbolic) form

dσ =
5∑

i,j=1
dσij =

C2
1

Λ2 dσ̃ (O1O†1 ) +
5∑

j=2

C1Cj

Λ4 dσ̃ (O1O†j ) +O
(

1
Λ6

)

(2.55)

य़e mixed terms O1O†j are therefore a priori suppressed by 1/Λ2 with respect to the leading
term O1O†1 .

Considering the in੘uence of the top quark on the kinematics of the Higgs boson produced
in gluon fusion as physics emerging at an energy scale around Λ =mt , this e੖ective theory
approach can be used to approximate the SM description of the Higgs-gluon vertex induced
by a top quark loop. य़is procedure allows to calculate pertubative expressions CSM

i for the
Wilson coeਖ਼cients matching the SM prediction [5]:

CSM
1 =

д2
s λt

48π 2 +O (д4
s ) ≈ 2.2 × 10−3 ,

CSM
2 =

−7д2
s λt

2880π 2 +O (д4
s ) ≈ −2.6 × 10−4 ,

CSM
3 =

−д3
s λt

240π 2 +O (д5
s ) ≈ −5.3 × 10−4 ,

CSM
4 =

д2
s λt

1440π 2 +O (д4
s ) ≈ 7.3 × 10−5 ,

CSM
5 =

д2
s λt

80π 2 +O (д4
s ) ≈ 1.3 × 10−3 ,

(2.56)

with λt = mt/ν and дs =
√

4παs . य़e coeਖ਼cients are therefore not constant, the numerical
values are given for illustration by insertingmt = 172 GeV, ν = 246 GeV and αs = 0.118 [5].
Since the coeਖ਼cients are proportional to the top quark mass, the suppression of the O1O†j
terms is partly canceled. य़e predictions of the e੖ective theory concerning gluon fusion
events with one additional radiated jet with SM matching coeਖ਼cients work well to describe
the transverse momentum of the Higgs boson produced in a top-quark loop, in particular if
two gluons are in the initial particle state and pT . mt [5]. For higher energies, the e੖ective
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Figure 2.11.: Normalized Higgs boson transverse momentum distributions in one-jet-events in
proton-proton collisions with

√
s = 13 TeV for diञerent point-like coupling operator terms up

to 1/Λ4-suppression [5].

theory predictions di੖er from the predictions in the SM.

In a similar way as for the top-quark loop, possible new physics concerning the Higgs-gluon
coupling structure that emerge at a higher energy scale Λ can be investigated in the given
e੖ective theory approach. For energies E < Λ, di੖erential cross sections are dominated by
the contribution a॒ributed to the O1O†1 operator term, but contributions of the operators Oj ,
which are suppressed by 1/Λ2 with respect to the leading term, might nevertheless be ob-
servable at energy scales accessible at the LHC. Moreover, it is possible that the suppression
of the higher order operator terms is, analogously to the observation for the SM matching of
the e੖ective theory, partly cancelled by the Wilson coeਖ਼cients.

In this analysis, the Higgs boson transverse momentum distribution in H + 1 jet-events is
considered to search for possible contributions of the operators Oi . य़e operator O4 only
contributes in couplings involving two quarks and does therefore not contribute to processes
considered in this analysis. य़e operator O5 requires at least one quark to participate in the
interaction and does therefore not contribute to events with two gluons in the initial state
[5]. Figure 2.11 shows the normalised Higgs boson pT -distributions of the di੖erent operator
terms in (2.55) up to 1/Λ4-suppression in one-jet-events separately for the di੖erent initial
states and for the sum of them compared to the SM top-quark loop prediction. य़e notation
q in this case includes anti-quarks q. It can be seen that the form of the distributions looks
similar in the dominantдд initial state, but deviations from the SMpT -distribution, calculated
for a top-loop induced coupling, are observed especially for the O1O2- and O1O5-terms in
the дq- and qq-sub-channels.

In the presented analysis, it is assumed that only one of the operators Oi contributes at the
same time in addition to the SM coupling structure. Consequently, one Ci is ੗॒ed to the
data while the other coeਖ਼cients Cj are set to zero. य़is procedure is chosen because of the
limited statistics of signal events in the currently available data set that was recorded with
the ATLAS detector. With the number of observed signal events, a ੗t of more than one
parameter at the same time is not expected to give meaningful results in terms of deriving
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con੗dence intervals for the Wilson coeਖ਼cients. य़e di੖erential cross sections considered in
this ansatz then for each operator Oi take the (symbolic) form of

dσ
dpT
=

dσSM
dpT
+

d
dpT


(

Ci

Λn

)

σ̃ (OSMO†i ) +
(

Ci

Λn

)2
σ̃ (OiO†i )

 ,
{

n = 1 if i = 1
n = 3 if i = 2, 3, 5 (2.57)

with the SM prediction of the gluon fusion process described by the operator OSM. य़e con-
tribution of the interference term can be negative. Without taking into account the contri-
bution of the OiO†i operator terms, the cross section term would not be restricted to positive
values for all possible kinematics. Consequently, the squared operator terms are considered.
य़e analysis is hence not at a ੗xed order in 1

Λ
, but assumes that gluon fusion Higgs boson

production is realised by the SM processes and a possible additional contribution of one of
the operators Oi .
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3. The ATLAS Detector at the Large
Hadron Collider

य़is chapter gives a short overview on the conceptual design of the ATLAS detector and the
Large Hadron Collider (LHC) at which it is placed. Detailed descriptions on the collider and
the detector can be found in [47, 48].

3.1. The Large Hadron Collider

य़e Large Hadron Collider (LHC) at CERN near Geneva is a two-ring-superconducting-
hadron accelerator and collider. It is installed in the tunnel that was built for the Large
Electron-Positron Collider (LEP) that ran from 1989 to 2000. With a circumference of about
27 km, it is the world۝s largest circular hadron collider. य़e LHC is built as a particle-particle
collider with counter-rotating beams of protons or heavy ions (Pb). य़e LHC magnets are
constructed such that opposite magnetic ੗elds are provided for the two separated rings that
are placed inside one module. Figure 3.1 shows a schematic view of the LHC ring and the
four main particle detector experiments: ATLAS, CMS, ALICEs and LHCb². Protons are pre-
accelerated in one linear and three circular accelerators before entering the LHC with an en-
ergy of 450 GeV. य़e Super Proton Synchrotron (SPS) as the ੗nal link in the pre-acceleration
chain is also shown in ੗gure 3.1.

य़e performance of a particle collider is mainly determined by the centre of mass energy
√
s

and the instantaneous luminosity L provided. य़e LHC is designed to collide proton beams
with a centre of mass energy of

√
s = 14 TeV. य़e maximum beam energy is determined

by the peak dipole ੗eld of the 1232 superconducting dipole magnets accommodated in the
storage ring. य़e maximum value is 8.33 T. Additional quadrupole magnets are installed in
order to focus the proton beams. य़e luminosity is the proportionality factor between the
event rate for a given process and the production cross section. For two colliding bunches
of Gaussian and equal shape, the instantaneous luminosity is given by [49]

L = nb
N 2 f γ

4πβ∗ϵn
S (3.1)

where N is the number of particles per bunch, nb the number of bunches per beam, f is the
revolution frequency, γ the relativistic factor, β∗ the value of the beta function at the inter-
action point, ϵn the normalised transverse beam emi॒ance and S is the geometric reduction

s A Large Ion Collider Experiment
² Large Hadron Collider beauty
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3. eࡋ ATLAS Detector at the Large Hadron Collider

Figure 3.1.: Locations of the four main experiments (ALICE, ATLAS, CMS and LHCb) taking
place at the LHC. Located between 50 m and 150 m underground, huge caverns have been exca-
vated to house the giant detectors. eࡋ SPS, the टnal link in the pre-acceleration chain, and its
connection tunnels to the LHC are also shown [51].

factor due to the crossing angle. य़e LHC is designed for an instantaneous luminosity of³
1 × 104 µb−1 s−1 in proton-proton collisions. At this designed maximum performance level,
there are 2808 bunches with each 1.15 × 1011 protons and a bunch spacing of 25 ns [50]. In
2012, the LHC was operated at a centre of mass energy of

√
s = 8 TeV reaching a peak in-

stantaneous luminosity of 0.77 × 104 µb−1 s−1 and an integrated luminosity of up to 23.2 fb−1

[50]. In this operation period, the LHC was mostly ੗lled with around 1380 bunches which
were 50 ns-spaced. य़e beam intensity of 1.65 × 1011 protons per bunch exceeded the LHC
design value [50].

3.2. The ATLAS Detector

य़e ATLAS detector is designed as a multipurpose detector aiming to investigate a variety
of particle physics phenomena that are presumable observable at the high energy and lumi-
nosity provided by the LHC. य़e requirements for the ability to detect the SM Higgs boson
up to masses of mH = 1 TeV in proton-proton collisions were set as a benchmark of the
ATLAS experiment. Further goals include e.g. precision measurements to perform stringent
tests of the SM but also the search for new particles predicted in Grand Uni੗ed य़eories
(see section 2.3). Very small signal cross sections but an overwhelming hadronic background
require good particle identi੗cation and momentum resolution abilities as well as fast and
radiation-hard electronics.

³ 1 b (barn) = 1 × 10−24 cm2
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3.2. eࡋ ATLAS Detector

Figure 3.2.: Cut-away view of the ATLAS detector [48].

य़e construction of the ATLAS detector was ੗nished in 2008 and long-term operation started
with the ੗rst proton-proton collisions at the LHC in 2009. During the LHC shut-down phase
in 2013 and 2014, the detector is upgraded to account for the increased detection and readout
challenges imposed on the operation at

√
s = 14 TeV. य़is concerns particularly the number

of interactions per crossing (called pile-up) re੘ecting that each signal event candidate might
come with several additional events of other (inelastic) sca॒ering processes.

य़e detector has a forward backward symmetric cylindrical geometry with respect to the
interaction point. It has a diameter of about 25 m and a length of about 44 m. य़e overall
weight of the detector is approximately 7000 t. य़e detector can be subdivided into three
parts: the inner tracking detector (ID), the calorimeter system and the muon spectrometer.
A sketch of the ATLAS detector is shown in ੗gure 3.2.

Aॏer describing the coordinate system used in the ATLAS experiment, the subsequent sec-
tions describe the main components of the ATLAS detector while concentrating on the parts
which are of particular importance for the reconstruction of photons. य़e descriptions refer
to [48] where more details about the detector hardware can be found.

3.2.1. Coordinate System

य़e origin of the coordinate system in the ATLAS experiment is de੗ned at the nominal in-
teraction point of the proton-proton collision. य़e z-axis points in (anti-clockwise) beam-
direction, whereas the x-axis points to the centre of the LHC ring and the y-axis upwards
to form a right-handed coordinate system. य़e azimuthal angle Φ is then measured around
the beam axis and the polar angle θ from the beam axis. Transverse observables such as
the transverse momentum pT of a particle are de੗ned as the projection of the corresponding
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3. eࡋ ATLAS Detector at the Large Hadron Collider

observable to the (x − y)-plane,

pT =

√

p2
x + p

2
y . (3.2)

य़e vector sum of transverse observables such as for example the transverse energy ET of
all detected particles in one collision event is expected to be nearly zero for a negligible
crossing angle. If the transverse energy that is measured for a particular event di੖ers from
this expectation, it is considered as missing transverse energy Emiss

T
and might be a॒ributed

to non-detectable neutrinos involved in the event kinematics. य़e pseudorapidity η and the
rapidity y of a particle are de੗ned as܅

η =
1
2 log *,

|~p | + pz
|~p | − pz

+- = − log
(

tan θ2

)

(3.3)

y =
1
2 log

(

E + pz

E − pz

)

. (3.4)

य़e relation η = y holds for relativistic (massless) particles, while in other cases with E ≫m,
the pseudorapidity is an approximation of the rapidity. य़e pseudorapidity is particularly
useful since it only depends on the polar angle θ and is therefore oॏen stated instead of this
angle. Rapidity di੖erences ∆y are Lorentz invariant for transformations along the z-axis.
य़is invariance also holds for the quantity ∆R which expresses the distance of two particles
in the (η − Φ)-plane, so that

∆R =

√

(∆η)2 + (∆Φ)2 . (3.5)

3.2.2. Inner Detector

य़e inner detector (ID) is the innermost portion of the detector built cylindrically symmet-
rical around the beam pipe. Its dimensions are 6.2 m (length) × 2.1 m(radius) and it covers
a rapidity range of |η | < 2.5. य़e inner detector is surrounded by a solenoid generating a
magnetic ੗eld in beam direction with ੗eld strength B = 2 T. य़e ID is mainly responsible
for the detection of charged particle tracks. Precise momentummeasurements and vertex re-
construction at high luminosities can be performed due to a high detector granularity. य़is is
achieved with pixel sensors around the interaction point, strip detectors in the inner tracking
volume and transition radiation trackers in the outer part. य़e layout of the inner detector
is illustrated in ੗gure 3.3.

In the barrel region, the pixel sensors are arranged on three layers of concentric hollow
cylinders around the beam axis while in the two end-cap regions they are located on three
layers of disks perpendicular to the beam axis. य़is positioning ensures that most of the
particles traverse three pixel layers. Tracks of charged particles are curved because of the
magnetic ੗eld. य़e pixel sensors are made of 250 µm thick silicon semiconductors. With
46080 readout channels for each of the 1744 pixel sensors (pixel size of 50 × 400 µm2 to

܅ Here, log denotes the natural logarithm
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Figure 3.3.: Cut-away view of the ATLAS inner detector [48].

50×600 µm2), the pixel detector is the detector part with the highest granularity. य़e intrinsic
point resolutions are 10 µm in the (R − Φ)-plane and 115 µm in z-direction.

य़e silicon microstrip trackers (SCT) are positioned around the pixel sensors in a similar
con੗guration, but this time four layers in the barrel region and 9 layers in the end-cap regions
are assembled. Hence, at least four space points are obtained for every traversing charged
particle. य़e SCT is built of 768 active strips of 12 cm length per sensor and a strip pitch of
80 µm was chosen. य़e sensors are 285 µm thick. Although using strips instead of pixels,
both space coordinates are measured in the barrel region using stereo strips of which one
layer is rotated by 40 mrad. य़e nominal resolutions of the silicon microstrips are 17 µm in
the (R − Φ)-plane and 580 µm in z-direction. य़e total number of readout channels in the
SCT is approximately 6.3 million. य़e semiconductor trackers also allow impact parameter
measurements. य़e resolution of the transverse collision impact parameter |d0 |measurement
was found to be around 27 µm [52].

य़e transition radiation tracker (TRT) consists of polyimide straw tubes of 4 mm diameter.
य़ey are interleaved with material providing transition radiation for electron identi੗cation.
य़e anodes consist of 31 µm diameter wire. Each tube is ੗lled with a gas mixture allowing
to distinguish between transition photons and minimum-ionising charged particles by ap-
plying thresholds on the signal amplitudes. In the barrel region, the straw tubes are 144 cm
long and positioned in beam direction whereas in the end-cap regions, they are arranged
radially in wheels and only 37 cm long. य़e TRT covers a pseudorapidity range of |η | ≤ 2.0.
Mechanically, the straws are stabilised using carbon ੗bres. य़e spatial resolution for the in-
formation provided in the (R −Φ)-plane is 130 µm per straw while a total number of around
351 000 readout channels is implemented.

य़e resolution goals on pT measurements in the inner detector and other detector parts are
given in table 3.1.
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Figure 3.4.: Cut-away view of the ATLAS calorimeter system [48].

3.2.3. Calorimetry

य़e calorimeter system encloses the solenoid around the inner detector (see ੗g. 3.2) and
covers a pseudorapidity range of |η | ≤ 4.9. It is divided into electromagnetic calorime-
ters (ECAL), that are responsible for energy measurements of electrons and photons, and
hadronic calorimeters (HCAL) which are particularly responsible for the determination of
jet energies. य़e calorimeter system is very important for the photon reconstruction since
photons typically leave the inner detector undetected. Figure 3.4 shows the geometry of the
calorimeter system built around the inner detector and the beam pipe.

य़e electromagnetic calorimeters provide a ੗ne granularity allowing for precise energymea-
surements and additional position information especially of photons and electrons. Muons as
minimum ionizing particles traverse the calorimeter system leaving an ionising track. य़e
ECALs are so-called sampling calorimeters meaning that they are constructed of alternat-
ing layers of active and absorbing material positioned in an accordion-shape. य़is geometry
allows full coverage in the Φ-direction. य़e electromagnetic calorimeter is divided into a bar-
rel section (|η | < 1.475) and two end-cap components (EMEC) covering 1.375 < |η | < 3.2,
both consisting of liquid argon (LAr) as the active medium and lead as the absorption mate-
rial. In order to correct for the energy loss of electrons and photons moving forward in the
calorimeter, an additional LAr layer is placed in the barrel region at |η | < 1.8 acting as a pre-
sampler. For charged particles with |η | ≤ 2.5, the energy deposit and position measurement
of the calorimeter can be matched to track information of the inner detector if existent. In
this precision measurement region, an accurate position measurement is obtained by ੗nely
segmenting the ੗rst ECAL layer in η. य़e actual granularities of the calorimeter sections
depend on |η |, the calorimeter layer and the detector region (barrel or end-cap). य़e highest
granularity of 0.025 × 0.025 in ∆η × ∆Φ is mainly accomplished in the ੗rst (second) bar-
rel calorimeter layer at |η | < 1.475(1.40) and in the second layer of the end-cap region at
1.425 < |η | < 2.5.
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Figure 3.5.: Cut-away view of the ATLAS muon system including barrel and end-cap toroid [48].

य़e hadronic calorimeter is responsible to provide information for jet reconstruction and
Emiss
T

measurements. It is divided into the tile calorimeter, the hadronic end-cap calorimeter
(HEC) and an additional LAr forward calorimeter (FCal). य़e tile barrel covers |η | < 1.0, two
extended barrels cover 0.8 < |η | < 1.7 (see ੗gure 3.4). य़ey are constructed as sampling
calorimeters made of steel for the absorption of hadronic particles and scintillating tiles for
the detection of evolving particle showers. य़e HEC is also designed as sampling calorime-
ter and uses copper plates as absorption material interleaved with 8.5 mm LAr gaps as active
medium. It covers the rapidity range 1.5 < |η | < 3.2 slightly overlapping with the tiles and
the forward calorimeter, which covers the high rapidity range of 3.1 < |η | < 4.9. Hence, the
FCal detects particles near the beam pipe. It is not only designed to detect hadronic parti-
cles, but also electrons and photons in this direction. For that purpose, it consists of three
modules: य़e ੗rst one uses copper as absorber material and is optimised for electromag-
netic measurements, the other two use tungsten as absorber. All modules of the forward
calorimeter use LAr as active medium.

3.2.4. Muon System

Muons are ideally the only known and directly detectable particles traversing the calorimeter
system. य़ey are detected in the muon system, the outermost part of the ATLAS detector.
In the muon spectrometer, a toroidal magnetic ੗eld is produced which is mostly orthogonal
to the muon trajectories so that muons are de੘ected related to their momentum. य़is mag-
netic ੗eld is provided by the barrel toroid magnet for |η | < 1.4 and by two smaller end-cap
toroid magnets in the range 1.6 < |η | < 2.7. य़e |η |-range in between is known as transition
region in which both superconducting air-core magnets contribute to the muon track de੘ec-
tion. य़e muon trajectory is detected by di੖erent muon chamber types of which Monitored
Driॏ Tubes (MDT) are predominantly used and cover most of the |η |-range. However, for
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Detector Part Required Resolution
Inner Detector (Tracking) σpT /pT = 0.05%pT ⊕ 1%
Electromagnetic Calorimetry (γ /e±) σE/E = 10%/

√
E ⊕ 0.7%

Hadronic Calorimetry (jets)
ۦ barrel and end-cap σE/E = 50%/

√
E ⊕ 3%

ۦ forward σE/E = 100%/
√
E ⊕ 10%

Muon Spectrometer σpT /pT = 10% at pT = 1 TeV

Table 3.1.: General resolution goals of the ATLAS detector [48]. eࡋ relative and the absolute
contribution must be added quadratically, which is denoted by the symbol ⊕. Energy and mo-
mentum values are in units of GeV.

large pseudorapidity values, cathode strip chambers (CSC) with higher granularity are used
because of higher radiation rates. Furthermore, a muon trigger system is installed in the
pseudorapidity range |η | < 2.4 to trigger for events with high-pT -muons. In order to achieve
response times of a few nanoseconds, resistive plate chambers (RPC) were selected in the
barrel region |η | < 1.05 while in the end-cap (1.05 < |η | < 2.4) thin gap chambers (TGC)
were chosen.

य़e main resolution goals in the design of the di੖erent detector parts are summarized in
table 3.1. य़e actual detector performance was tested in ੗rst collision events [53] and us-
ing cosmic muon rays [52] and found to mainly ful੗l the design values. य़e transverse
momentum resolution σpT /pT (constant term) was found to be 1.6(1)⁵ for the inner detec-
tor [52], the calorimeter energy resolution (constant term) for photons and electrons was
found to be (1.2 ± 0.6(syst ))⁵ for |η | < 1.37 and (1.8 ± 0.4(syst ))⁵ for 1.52 < |η | < 2.47
[54]. य़e resolution of missing transverse energy measurements can be parametrised by
σ (Emiss

x ,Emiss
y ) = 0.37 × (ΣET )

1/2 [53].

3.2.5. Trigger System

य़e ATLAS detector is designed to study processes with much lower cross sections than the
total cross section which means that only a small fraction of the total number of collision
events are of interest. At the LHC luminosities during the operation period in 2012, the bunch
crossing rate was around 20 MHz, but the oਗ਼ine recording rate of the ATLAS detector was
limited to an average of 400 Hz, which corresponds to a data acquisition (DAQ) of around
600 MB/s [55]. Consequently, e੖ective triggering for interesting events is required to keep
data rates reasonable.

य़e ATLAS trigger system is hierarchically structured in three levels: level 1 (L1), level 2 (L2)
and event ੗lter (EF). य़e level 1 trigger is required to reduce the data rate to approximately
75 kHz within a few microseconds. य़erefore, only a subset of the total detector information
is used. य़is subset contains information from the muon trigger system and the calorime-
ters with reduced granularity. Events considered for further processing may contain high
transverse-momentum muons, electrons, photons, jets or τ -leptons decaying into hadrons,
but also events with high missing or total transverse energy are passed on to the L2 trigger.
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Additionally, information on the detector region(s) in which possible interesting features
were identi੗ed in the L1 triggering (so-called regions-of-interest, RoI) are collected for fur-
ther triggering steps. य़e soॏware based L2 trigger uses the full granularity and precision
of available detector information within these regions of interest. By applying stricter se-
lection criteria based on this enhanced information, the data rate is further reduced to about
3.5 kHz. य़e ੗nal data rate of (in average) 400 Hz is achieved by the event ੗lter selection
which is implemented using oਗ਼ine analysis algorithms. य़e processing time of the three
trigger levels, which was observed in 2012 data taking, increases from 2.5 µs (L1) to 60 ms
for the level 2 trigger and to around 1 s for the event ੗lter [55].

3.2.6. Collision Data

Proton-proton collisions were performed at the ATLAS detector in 2010 and 2011 at
√
s = 7

TeV and in 2012 at
√
s = 8 TeV. Collected data must satisfy prede੗ned quality requirements

in order to be considered for analysis. य़e corresponding integrated luminosity is 4.8 fb−1

for 2011 data and 20.7 fb−1 for 2012 data. य़e uncertainty on the total integrated luminosity
for 8 TeV data is ±3.6% [56].

य़e analyses presented in this thesis are based on the whole data set collected in 2012 at√
s = 8 TeV. For this 2012 data, more than 35 interactions per crossing were observed with

the ATLAS detector. Figure 3.6 shows the distribution of the mean number of pile-up events
for 2011 and 2012 data.

Mean Number of Interactions per Crossing
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Figure 3.6.: Luminosity-weighted distribution of the mean number of interactions per crossing
for the 2011 and 2012 data. eࡋ mean number of interactions per crossing corresponds to the
mean of the poisson distribution of the number of interactions per crossing (〈µ〉) calculated for
each bunch [57].
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4. Signal and Background Processes

In order to analyse particular properties of the Higgs boson, the signal processes that are
considered for the analysis must be de੗ned, including production and decay mode of the
Higgs boson. Since the Higgs boson production cross sections are much lower compared
to the total production cross section at the LHC, relevant background processes must be
well-known and estimated.

In the ੗rst two sections of this chapter, the signal processes and the most important back-
ground processes of this analysis are discussed. Aॏerwards, the prediction of relevant kine-
matics of the signal processes with simulated events is explained.

4.1. Signal Processes

In this analysis, the tensor structure of the Higgs-gluon coupling is studied. In the Standard
Model, the Higgs-gluon coupling is mediated by a heavy quark loop. In section 2.4, an ef-
fective theory for the Higgs-gluon coupling vertex, which is described in reference [5], is
introduced. In this e੖ective theory approach, the Higgs-gluon vertex is parametrised by ੗ve
coupling operators describing point-like vertices. य़e operator O1 has mass dimension 5,
while the operators O2 . . .O5 are of mass dimension 7.

In ੗gure 2.11, which was also originally published in ref. [5], the individual contribution of
these coupling operators to the Higgs boson production cross section is shown in comparison
to the SM predicted cross sections. य़ese distributions only consider events in which exactly
one jet is radiated in the Higgs boson production process. It can be seen that the distributions
di੖er in particular for high transverse momenta of the Higgs boson. In this analysis, the
transverse momentum spectrum of the Higgs boson, which is observed in data takenwith the
ATLAS detector, is tested for a contribution of point-like coupling vertices described by the
coupling operators Oi . य़e contribution of each coupling operator Oi is determined by the
Wilson coeਖ਼cientCi . Each coeਖ਼cient is investigated individually while the other coeਖ਼cients
are set to zero. For this investigation, only events with one jet radiated in the Higgs boson
production process are considered as signal processes, treating all other jet multiplicities at
matrix level (also called particle level) as background events. य़e transverse momentum of
the Higgs boson is reconstructed in the H → γγ decay channel.

य़e Feynman graph shown in ੗gure 4.1 illustrates a typical signal process with two gluons
in the initial state. य़e Higgs boson is produced in a Higgs-gluon vertex and decays into two
photons. Standard Model Feynman graphs representing Higgs boson production processes
with a Higgs-gluon vertex and one or two (anti)quarks in the initial state are shown in ੗gure
2.5. If the Higgs boson decays into two photons, these processes represent further signal
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�
H

t

д

д

д

γ

γ

Figure 4.1.: Feynman graph representing a typical signal process of this analysis in the Standard
Model. eࡋ Higgs boson is produced via gluon fusion with one additional jet and then decays
into two photons.

processes predicted in the Standard Model. For each collision event, the total transverse
momentum of the ੗nal state must be zero. Considering one-jet Higgs boson production
events at matrix level, the transverse momenta of the Higgs boson and the radiated jet must
have the same value. However, this cannot be expected for the measured values of transverse
momenta due to various detector e੖ects. य़ese detector e੖ects and their consideration in
the event selection are described in the following chapter.

In this analysis, the loop-induced coupling of photons to the Higgs boson is considered to
be described by the Standard Model. य़e branching ratio of a SM Higgs boson withmH =

125 GeV decaying into two photons is calculated to a value of 2.28(11) × 10−3 [28].

4.2. Background Processes

In proton-proton collisions, two photons in the ੗nal state can be produced by many di੖erent
processes of gluons and/or quarks interacting with much larger production cross sections
compared to the signal processes. In analyses searching forH → γγ events, the Higgs boson
hence appears as an excess in events with two photons produced at the same vertex and an
invariantmass of the diphoton system around theHiggs bosonmass. Processeswith the same
particles in the ੗nal state as the signal process are considered as irreducible background.
In addition, events with other ੗nal state particles contribute to the total background rate
as reducible background due to particle misidenti੗cation. In this section, only background
processes that contribute considerably in the diphoton mass range 105 ≤ mγγ /GeV ≤ 160
are discussed, so that e.g. Z → ee events are not relevant.

य़e leading order process of two photons produced by an interacting quark-anti-quark-pair
is illustrated by the Feynman graph in ੗gure 4.2a. य़ere are plenty of possible NLO processes
in which an additional jet is produced. One of them is shown in ੗gure 4.2b. Two photons
can also be produced by two gluons interacting as illustrated in ੗gure 4.2c showing the
corresponding leading order process. Considering the diphoton invariant mass spectrum,
the irreducible diphoton background is continuous and can be parametrised as described in
chapter 6. Shape and normalisation of the background mass spectrum are therefore obtained
from data and do not have to be predicted by simulated events.

Irreducible background is mainly caused by the misidenti੗cation of jets as photons. Most of
those misidenti੗ed jets contain neutral mesons, predominantly π 0-mesons, that decay into
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Figure 4.2.: Examplary Feynman graphs of prompt diphoton production at hadron colliders rep-
resenting irreducible background sources.

photon pairs. Consequently,γ /jet or even jet/jet ੗nal states might be identi੗ed as two photon
੗nal states. य़e high hadronic background rates at the LHC require the fractional misidenti-
੗cation rate of jets identi੗ed as photons to be in the order of 1 × 10−4 (or smaller) to reduce
this reducible background at least to the order of the irreducible background contribution.
य़e jet rejection of the H → γγ event selection is found to be very eਖ਼cient and reduces the
contribution of γ /jet- and jet/jet-events to the total background rate to a level of 15⁵ and 1⁵
[39], respectively.

In addition to events in which no Higgs boson is produced (non-resonant background), not
all H → γγ events are signal events according to the de੗nition for this analysis, which is
given in the previous section. Only events with a Higgs boson produced in a Higgs-gluon
vertex with one jet radiated at matrix level are signal events. Events with Higgs bosons
produced in other processes hence represent other irreducible background sources (resonant
background). Table 4.1 gives the cross sections of di੖erent production modes for a Higgs
boson with massmH = 125 GeV. Gluon fusion is the dominant production mode, but events
with a Higgs boson produced via VBF might cause a considerable e੖ect on kinematic distri-
butions. Moreover, the VBF production comes with two additional jets (see ੗gure 2.4b) that
prefer a forward-backward con੗guration. In section 5.5.2, an event selection strategy that
aims to reduce the VBF background based on this expected particular event topology is pre-
sented. य़e other production processes only have small contributions that will be considered
for the results of the analysis with the exception of bbH, but no particular event selection to
reduce this background is developed.

4.3. Simulated H → γγ Events

य़e Higgs production in proton-proton collisions at
√
s = 8 TeV and the detector response

are simulated in order to make predictions of kinematic distributions. In addition to the pre-
diction of the signal processes in gluon fusion Higgs production, as described in section 4.1,
simulated events of the other Higgs productionmodes are used to estimate the resonant back-
ground contribution. For each production process, a Higgs boson mass ofmH = 125 GeV is
assumed. No simulated events of other background processes are used for this analysis since
the estimation of non-resonant background events is performed completely based on data.

In this section, the event generators used for the simulation of H → γγ events according
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Production
mode

Cross section
σ [pb]

Relative Uncertainties [⁵]
QCD Scale (PDF + αs )
+ - + -

ggF 19.27 7.2 7.8 7.5 6.9
VBF 1.578 0.2 0.2 2.6 2.8
WH 0.7046 1.0 1.0 2.3 2.3
ZH 0.4153 3.1 3.1 2.5 2.5
॒H 0.1293 3.8 9.3 8.1 8.1
bbH 0.2035 10.3 14.8 6.2 6.2

Table 4.1.: Higgs production cross sections and the corresponding relative theoretical uncertain-
ties for proton-proton collisions at

√
s = 8 TeV and a Higgs boson mass of mH = 125 GeV

[28].

to the Standard Model prediction are listed. य़e di੖erent steps of the full event simulation
and the reweighting procedure for gluon fusion signal events, which is used to to generate
kinematic distributions according to alternative theoretical predictions, are then discussed.

4.3.1. Monte Carlo Generators

For the prediction of signal events in gluon fusion Higgs boson production, events generated
with Pॵॽ८५७ [58ۗ60] interfaced with Pॿॺ८९१8 [61] for underlying event, showering and
hadronisation are used and represent the nominal signal Monte Carlo sample for this analy-
sis. य़is sample consists of 3 × 106 simulated gluon fusion events with two photons in the ੗-
nal state. Pॵॽ८५७ matches matrix element and parton shower calculations at NLO accuracy.
Additional fudge factors are implemented in Pॵॽ८५७, so that it is tuned tomatch calculations
with ੗nite mass e੖ects and soॏ-gluon resummations up to next-to-next-to-leading logarith-
mic order (NNLL) [62, 63]. Pॵॽ८५७ uses the CT10 proton PDF [64] while normalisation and
factorisation scales are set to the Higgs boson mass.

य़e VBFHiggs boson production process is also simulated using Pॵॽ८५७ and Pॿॺ८९१8 while
VH and ॒H production are simulated at LO with Pॿॺ८९१8 using CTEQ6L1 [65] as the proton
PDF. No bbH simulation sample was available but the contribution of this background is
negligible. Stable particles are passed through a full detector simulation based on G५१ॴॺ4
[66, 67] and pileup is modelled.

All simulated events are weighted to obtain the overall normalisation according to the ex-
pected event yield in the detector. य़e normalisation is determined by the integrated data
luminosity, the production cross sections, as given in table 4.1, and the H → γγ branching
ratio. य़e Higgs decay simulated by Pॿॺ८९१8 also contains Dalitz decay H → γγ ∗ events.
य़ese events are not included in the calculation of the H → γγ branching ratio. Since this
branching ratio enters the overall normalisation that is applied on events simulated with
Pॿॺ८९१8, the normalisation factors are increased by 6⁵ to account for the presence of the
additional Dalitz decay events. Studies have shown that they pass the event selection only
at very low rate [68].
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4.3. Simulated H → γγ Events

Several corrections are applied to Monte Carlo (MC) predictions. य़is includes a reweighting
tomatch the pileup conditions and the primary vertex positions observed in data. य़e photon
energy is smeared to account for di੖erences between data andMC that were observed inZ →
ee events [69]. Since themass of the Z-boson ismeasured very precisely, measurements of the
invariant mass of the electron-positron ੗nal state allow to determine the energy resolution
of the detector. य़e shape of the Z-peak observed in data and MC is compared and simulated
events are corrected to achieve agreement. य़e energy smearing depends on the calorimeter
region and is around 1⁵ to 2.5⁵ [69]. य़e uncertainty on this smearing is considered as
a systematic uncertainty in chapter 7. Moreover, the destructive interference of the gluon
fusion process with the дд → γγ background process [70] is considered by an additional
event weight. य़ese corrections range between 2⁵޺ and ,5⁵޺ depending on the diphoton
invariant mass [56].

4.3.2. Event Simulation and Reweighting

Fully simulated events including the detector simulation are available for the SM gluon fusion
H → γγ process, as described in the previous section. In this analysis, the Higgs transverse
momentum at reconstructed level is compared to theoretical predictions according to various
values for the Wilson coeਖ਼cients. य़erefore, fully simulated events are required for various
di੖erent values of the Wilson coeਖ਼cients. य़ese events are obtained by reweighting the
existent Pॵॽ८५७ sample.

Gluon fusion events are generated using Pॵॽ८५७ at particle level based on calculations of the
parton interaction probabilities and the transition matrix elements. In each event, a Higgs
boson is produced in association with one additional jet that has an arbitrary low transverse
momentum. Functions to calculate cross sections in H + 1jet events for the e੖ective theory
and for the Standard Model are included in a package provided by the authors of reference
[5] in which the e੖ective theory is originally formulated.

य़e cross sections of these H + 1jet events at matrix level are calculated at LO accuracy,
corresponding to NLO accuracy in simulated дд → H events. य़e functions provided to
calculate the cross sections allow to give the strong coupling constant αs as an input value.
For this analysis, the αs value as calculated in the CT10 proton PDF, which is used for the
event generation in Pॵॽ८५७, is evaluated at the scale µ = (m2

H +p
2
T )

1/2. Here and further in
this section, pT denotes the transverse momentum of the Higgs boson at matrix level.

य़e cross section predictions for the Standard Model which are calculated in the provided
framework are used in the reweighting procedure. य़erefore, they are ੗rst compared to the
predictions obtained in Pॵॽ८५७. As stated before, Pॵॽ८५७ uses a ੗xed scale for its calcula-
tions, which are corrected to match NNLL calculations. Figure 4.3 shows the comparison for
the predictions on dσ/dpT . य़e calculated SM predictions are obtained using CT10 as the
proton PDF while both ੗xed and dynamic mass scales were tested a੖ecting the evaluation of
αs . For the Standard Model top loop calculations, a top mass of 173.2 GeV is inserted, while
lighter quarks are not considered. Di੖erences between the predictions can be observed for
both calculations at dynamic and at ੗xed scale, which can presumably be a॒ributed to the
di੖ering calculation accuracy. However, the di੖erences are smaller when using a dynamic
scale in the calculations which is adopted in the analysis.
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Figure 4.3.: Comparison between Pࡘࡖ࡙ࡨࡠ prediction of inclusive Higgs pT distribution in 1jet
events at parton level and leading order calculations with टxed and dynamic scale. eࡋ distri-
bution obtained in Pࡘࡖ࡙ࡨࡠ is normalised to the calculated one.

For a given center of mass energy
√
s = 8 TeV, the kinematics of NLO gluon fusion events, as

shown in ੗gure 2.5, are mainly determined by the transverse momentum of the Higgs boson,
pT . य़e transversemomenta of the Higgs boson and the radiated jet are equal at particle level.
य़e event kinematics can be described by the Mandelstam variables s , t and u. De੗ning Qµ

i

with i ∈ {1, 2} as the four momentum vectors of the incoming interacting partons and P
µ
i

as those of the outgoing particles (Higgs boson and jet), the Mandelstam variables can be
expressed as

s = x1 x2 (8 TeV)2

t ≈ −2Qµ

1 Pµ,1 (4.1)
u ≈ −2Qµ

2 Pµ,1

with xi being the proton momentum fraction of parton i . य़e masses of involved particles
can be neglected since they are small compared to the momentum transfer.

In this analysis, the possible presence of the coupling operators Oi as de੗ned in (2.53) in
addition to the Standard Model transition matrix element is considered. An event reweight-
ing is performed in order to generate events according to the calculations following this
e੖ective theory approach. य़e event weights for this procedure are de੗ned as the ratio of
the squared matrix elements in the alternative theory to the squared matrix element in the
Standard Model. य़e reweighting is performed for di੖erent hypotheses on the Wilson co-
eਖ਼cients Ci representing free parameters in the e੖ective theory. Considering contributions
to the Standard Model cross section separately for each of the coupling operators O1, O2,O3
and O5, the cross sections depend on C1

Λ
for O1 and on Ci

Λ3 for i ≥ 2, respectively, so that this
fraction can be considered as one single parameter (see equation (2.57)).

As mentioned before, some coupling operators only contribute for particular initial particle
states adressing the particle types of the interacting partons. य़e coupling operator O4 is
not considered since it does not contribute to H + 1jet cross sections. य़e coupling operator
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4.3. Simulated H → γγ Events

O5 does not contribute to Higgs boson production with two gluons in the initial state while
O3 does not contribute if a quark is involved in the interaction. Concerning the reweighting
to coupling operators that do not contribute for particular initial particle states, the event
weights for events with these initial states are 1. Otherwise, they depend on the particle
type of the interacting partons a and b and the event kinematics. य़ey are calculated for
each of the Wilson coeਖ਼cients Ci individually and take the form

wab
i = w

ab
i

(

αs (µ ) ,mt , s , t ,u ,
Ci

Λn

)

=

��OSM��2 + (
Ci

Λn

)

OSMO†i +
(
Ci

Λn

)2 ��Oi ��2��OSM��2 , i ∈ {1, 2, 3, 5}

(4.2)

with n = 3 for i ≥ 2 and n = 1 otherwise. य़e validity of the cross section calculations is
assumed to hold for pT > 30 GeV. However, no cut is applied on this matrix level quantity,
so that the event weights are calculated for every event in the gluon fusion Pॵॽ८५७ sample.
य़e number of simulated events withpT < 30 GeV at matrix level passing the event selection
is discussed in the following chapter.

य़e reweighting was tested using the Standard Model matching coeਖ਼cients explained in
section 2.4. य़ese SM matching coeਖ਼cients CSM

i have a dependence on αs and are therefore
not constant for a dynamical scale. However, since only the consistency of the reweighted
distributions is checked, the coeਖ਼cients were set to constant values for this comparison. य़e
choice of coeਖ਼cients for this test is arbitrary, any other set of coeਖ਼cients could have been
used. Events are for this particular test reweighted according to the Lagrangian in (2.52).
य़e reweighted pT distributions were compared at particle level to direct calculations of the
cross section contributions in the e੖ective theory using again CT10 as the proton PDF.

य़e reweighted distributions in ੗gure 4.4 were corrected for the di੖erences observed in the
SM prediction in ੗gure 4.3a so that only the consistency of the reweighting procedure is
investigated. य़is correction is only applied for this particular test of the reweighting pro-
cedure and not in the further analysis. Figure 4.4 shows this comparison for the inclusive
(including all possible initial states)pT distributions for the contributions of O1Oi to the cross
section. य़e distributions for the дд, дq/qд and qq initial states are separately shown in the
appendix B.1. य़e di੖erences are observed to be larger for the qq initial state for which the
cross section is suppressed by about two orders relative to the дд initial state. य़ese dif-
ferences are again mainly a॒ributed to di੖erences in the SM prediction for this particular
initial state that are not resolved by the correction applied according to the di੖erences in the
inclusive distributions.
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Figure 4.4.: Comparison between reweighted Pࡘࡖ࡙ࡨࡠ prediction of contribution of diञerent op-
erator terms to the diञerential Higgs production cross section dependent on pT in 1jet events at
parton level and the corresponding leading order calculations. eࡋ reweighted Pࡘࡖ࡙ࡨࡠ distri-
butions are normalised according to the normalisation factor obtained for the SM distributions
in टgure 4.3a.
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5. Particle Reconstruction and Event
Selection Strategies

Particles traversing the ATLAS detector cause characteristic signatures in the di੖erent detec-
tor parts described in section 3.2. In order to analyse the processes in which those particles
were produced, reconstruction and selection strategiesmust be developed. Since this analysis
studies events with Higgs boson decays into two photons, the identi੗cation and reconstruc-
tion of photons is of particular importance. In this chapter, the reconstruction of photons
and jets is summarised. Other physical objects such as muons or electrons also need to be
reconstructed and identi੗ed in order to distinguish particles and to remove overlapping par-
ticle tracks. य़e corresponding reconstruction strategies are described e.g. in references [71]
and [72], respectively. य़e event selection uses the information on the reconstructed and cat-
egorised objects to further limit the number of events which are considered to presumably
representH → γγ decays. य़e object de੗nition and event selection of this analysis is mainly
identical to those used for the ATLAS analysis of Higgs boson production di੖erential cross
sections, which is presented in ref. [68].

5.1. Reconstruction and Identification of Photons

Photons are reconstructed as isolated objects from clusters of energy deposits in the elec-
tromagnetic calorimeters. As photons can convert in the detector material, they might be
detected as electron-positron pairs. In order to distinguish between electrons, converted
photons and unconverted photons, the energy clusters are matched to tracking information
of the inner detector. य़e presence of a fully reconstructed track matching an electromag-
netic cluster is a clear signature of an electron or positron. At least one track originating
from a conversion vertex candidate reconstructed in the inner tracking volume, that can be
associated to an energy cluster in the electromagnetic calorimeter, is required for the re-
construction of a converted photon [73]. No tracking information is found in the case of
unconverted photons. Since photons lose energy on their way through the detector outside
the observed energy clusters, an energy calibration is performed separately for converted
and unconverted photons. A photon cleaning procedure is applied to remove photons that
are reconstructed with information of clusters labelled as ۠badۡ (not ful੗lling quality criteria
on the detector operation). Figure 5.1 shows event displays for H → γγ candidates with
unconverted reconstructed photons.

Mainly two di੖erent object de੗nitions for the identi੗cation of photons are used within the
ATLAS collaboration: so-called loose and tight photons [75]. Loose photons are de੗ned
mainly for triggering purposes by identi੗cation criteria based on the shapes of the showers
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(a) Diphoton event candidate. (b) Diphoton with a jet event candidate.

Figure 5.1.: Event displays of diphoton candidates where both photons are unconverted. Both
events were recorded at

√
s = 8 GeV. Only reconstructed tracks with pT > 1 GeV, hits in the

pixel and SCT layers and TRT hits with a high threshold are shown [74]. eࡋ photons appear as
energy deposits (yellow clusters) in the electromagnetic calorimeter while for the reconstructed
jet additional inner tracks and energy deposits in the HCAL can be seen.

in the middle layer of the liquid argon calorimeter. Cuts were optimized to reject fake sig-
natures from QCD jets by comparing possible energy deposits in the hadronic calorimeter
with the energy clusters in the electromagnetic calorimeter [73]. य़e loose photon de੗nition
is harmonized with the corresponding de੗nition for electrons. य़e tight photon de੗nition
is based on additional information from the strip layer of the electromagnetic calorimeter
that provides high granularity. य़e tight selection is separately optimized for unconverted
and converted photons to provide a photon identi੗cation eਖ਼ciency of about 85⁵ for photon
candidates with transverse energy ET > 40 GeV and a corresponding background rejection
factor of about 5000 [73, 75]. One of the backgrounds that is intended to be rejected is the
decay of neutral mesons, e.g. π 0 → γγ background. Figure 5.2 shows the eਖ਼ciency ϵID of
reconstructed unconverted photons satisfying de੗ned isolation criteria (see section 5.2) to
pass the tight photon identi੗cation criteria in a given |η | region depending on the transverse
energy ET .

5.2. Inclusive Diphoton Event Selection

य़e analysis described in this thesis is based on the inclusive selection of two photons which
is described in the following.

Events are pre-selected using a diphoton trigger that requires at least two photon candi-
dates with ET > 35(25)GeV for the leading (subleading) photon candidate. Both photon
candidates must further pass the loose photon identi੗cation criteria. Events must belong to
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Figure 5.2.: Combination of the data-driven measurements of ϵID for unconverted tight photons
in the transverse energy range 10 GeV < ET < 500 GeV with respect to reconstructed photons
satisfying the isolation requirement Eiso

T
< 4 GeV. eࡋ ϵID curves are shown in four diञerent η

regions. eࡋ error bars show the statistical and systematic uncertainties from the combination
of the measurements in the overlapping ET regions [76].

blocks speci੗ed in a so-called Good run list (GRL) guaranteeing that all relevant subdetectors
were operating well while the corresponding data was taken. Additionally, standard event
cleaning is applied that rejects events with incomplete calorimeter information. At least one
primary vertex must be reconstructed in every event that is considered for selection.

य़e loose photons in the pre-selected events must be in the pseudorapidity range |η | < 2.37
while the region 1.37 ≤ |η | < 1.56 is excluded. य़ey are further required to have ET >

25 GeV. य़e two leading (with highestpT ) photons de੗ne the ۠Higgs candidateۡ and are used
to identify the primary vertex. य़is primary vertex selection uses ۠pointingۡ information of
the photons in the calorimeters and combines it in a neural network using ∑

pT and ∑
p2
T of

tracks associated to reconstructed vertices, the azimuthal angle di੖erence ∆φ between the
diphoton system and the vector sum of the track momenta. य़e z-position of the selected
vertex is then used to correct the η and hence the transverse energy ET and momentum pT
of the two photons.

Figure 5.3 shows the eਖ਼ciency ϵPV to reconstruct the diphoton vertex within 0.3 mm to the
production vertex, measured in Z → ee data and predicted with simulated events. For the
study with Z → ee data, the vertex is identi੗ed using the neural network with removed
electron tracks and then compared to the true vertex position, which is identi੗ed using the
electron tracks in the inner detector. य़e number of high pT tracks and therefore the vertex
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5. Particle Reconstruction and Event Selection Strategies

reconstruction eਖ਼ciency ϵPV increase with the transverse momentum of the two-particle-
system. Since the pT -distribution is harder for H → γγ events than in Z → ee events, the
vertex reconstruction eਖ਼ciency is higher and can be predicted from Z → ee data using a
pT -reweighting [39].
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Figure 5.3.: Eडciency ϵPV to select a diphoton vertex within 0.3 mm of the production vertex as
a function of the number of primary vertices in the event. eࡋ plot shows ϵPV for simulated ggF
events (mH = 125 GeV) with two unconverted photons (hollow blue squares), for Z → ee events
with the electron tracks removed for the neural network-based identiटcation of the vertex, both
in data (black triangles) and simulation (red triangles), and the same simulated Z → ee events
re-weighted to reproduce the pT spectrum of simulated ggF events (red circles) [39].

Aॏer this pre-selection, kinematic cuts are applied on the two leading photons. For this
analysis, relative pT cuts are used requiring pT > 0.35(0.25)mγγ for the leading (subleading)
photon. य़e four vector of the diphoton system is calculated as the vector sum of the two
four vectors for the leading photons. य़e massmγγ is de੗ned as the invariant mass of this
diphoton four vector representing the Higgs boson candidate. Cuts on the photon-pT rela-
tive to the diphoton massmγγ are used instead of absolute photon-pT cut values to prevent
distortions of the diphoton mass spectrum in events with low pT of the Higgs boson candi-
date (see chapter 6). य़e diphoton invariant mass is required to ful੗lmγγ ∈ [105 , 160]GeV.
Furthermore, the two leading photons are then tested to pass the tight identi੗cation criteria
and are rejected if they do not.

In the last step of the inclusive diphoton selection, the two photons must satisfy isolation
requirements. य़ese isolation criteria are de੗ned using information from the inner detector
and the calorimeter. For both photons, the energy deposit in the calorimeter in a cone of
∆R = 0.4 around it must be less than 6 GeV. In addition, the scalar sum of tracks with
pT > 1 GeV detected in the inner detector, that originate from the reconstructed diphoton
primary vertex and are within ∆R = 0.2 to the photon, must be less than 2.6 GeV for both
of the reconstructed photons.

Table 5.1 gives the number of simulated events selected in the successive selection steps
described in this section. य़e number of events passing all selection criteria was checked to
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5.3. Jet Deटnition

be in accordance to ref. [68] (numbers given in the supporting documentation). य़e total
selection eਖ਼ciency is found to be around 37⁵.

Step Requirement
Number of Events

(×103)
Selection eਖ਼ciency
of this step [⁵]

Selection eਖ਼ciency
up to this step [⁵]

0 - 2995.0 - 100.0
1 Diphoton Trigger 1997.5 66.7 66.7
2 Primary Vertex 1997.4 >99.9 66.7
3 Two Loose Photons 1524.4 76.3 50.9
4 Kinematic Cuts 1390.7 91.2 46.4
5 Tight Photons 1220.0 87.7 40.7
6 Photon Isolation 1117.8 91.6 37.3

Table 5.1.: Selection eडciencies for inclusive diphoton selection evaluated with unweighted sim-
ulated events. eࡋ Monte Carlo sample used is decribed in section 4.3.

5.3. Jet Definition

Jets are de੗ned using the anti-kt algorithm [77] with a distance parameter ∆R = 0.4. य़is
algorithm clusters particles that are produced by the hadronisations of a quark or a gluon and
that are detected inside a particularly de੗ned area to one physical object called jet. य़is jet
clustering algorithm uses information of three-dimensional topological calorimeter clusters
[78] taken at the electromagnetic scale. Figure 5.1b shows the event display of a H → γγ

candidate with one additional reconstructed jet. Further jet identi੗cation requirements are
pT > 30 GeV and |η | < 4.5. In order to suppress the pile-up dependence of the reconstructed
jets, an event-by-event evaluated calibration is applied for each jet [79]. Jets from additional
pile-up interactions are further suppressed by requiring a jet vertex fraction (JVF) >0.25 for
jets within |η | < 2.4 and with pT < 50 GeV. य़e JVF is de੗ned as the ratio of the (scalar) pT
sum of tracks within the jet coming from the reconstructed primary diphoton vertex, over
the (scalar) pT sum over all tracks associated to that jet [79].

5.4. Overlap Removal

By applying separate identi੗cation criteria for the reconstruction of di੖erent particle types,
the detector signatures of one single particle might be reconstructed and selected as multiple
particles. Overlapping particles are removed in a particularly de੗ned hierarchy by applying
isolation criteria based on the distance ∆R in the (η −φ)-plane. य़e two leading photons are
never removed in this procedure.

First, electronswithin a cone of∆R < 0.4 around one of the two leading photons are removed.
Aॏerwards, jets with distance ∆R < 0.2 to an electron or ∆R < 0.4 to one of the two photons

s Due to color con੗nement, free quarks or gluons produced in hadron colliders cannot exist individually and
combine with quarks or gluons that are created.
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5. Particle Reconstruction and Event Selection Strategies

are rejected. Finally, muons are removed if they are within ∆R < 0.4 to a jet or one of the
leading two photons. However, for this analysis, only the removal of jets has an in੘uence.

5.5. Signal Selection

All events considered in this analysis at detector level must pass the inclusive diphoton event
selection described previously. Further signal selection criteria are applied in most parts of
the analysis and are described in the following subsections.

5.5.1. Jet Multiplicity

In the signal process for this analysis, exactly one jet is produced in associationwith theHiggs
boson (see section 4.1) at matrix level (also called particle level). However, several e੖ects such
as ੗nal state radiation, jet identi੗cation ineਖ਼ciencies, underlying events and misidenti੗ed
pileup jets can cause a di੖erence between the jet multiplicity observed at reconstruction level
and the actual number of jets produced with the Higgs boson at matrix level. Moreover, it
cannot be distinguished whether a reconstructed jet was radiated in the Higgs production
process at matrix level or not. As a consequence, events considered as signal candidates are
required to include at least one jet while higher jet multiplicities are allowed at reconstructed
level. य़is selection strategy is used because it is assumed that the number of events with
more than one jet radiated at matrix level is small compared to the number of events in which
additional jets are reconstructed because of thementioned detector e੖ects. य़e reconstructed
jet multiplicities for di੖erent simulated Higgs boson production processes are summarized
in table 5.2² and illustrated in ੗gure 5.4. य़e Jet reconstruction is explained in section 5.3
and includes the requirement pT > 30 GeV for each jet.

Jet multiplicity ggF VBF VH+॒H inclusive
0 222 3 4 229
1 100 11 6 117
2 28 14 6 48
≥ 3 10 3 4 17

inclusive 360 30 20 411

Table 5.2.: Numbers of simulated H → γγ events at
√
s = 8 TeV passing inclusive diphoton

event selection depending on production mode and reconstructed jet multiplicity. Jets are re-
constructed according to the deटnition in section 5.3. Expected event yields are given for an
integrated luminosity of

∫

L dt = 20.7 fb−1.

As mentioned beforehand, uncertainties on cross section calculations for events with one
jet produced at matrix level rapidly increase for jet momenta smaller than about 30 GeV.
However, in the reweighting procedure, which was described in the previous chapter, event

²य़e numbers given in table 5.2 are rounded to integers, so that deviations can occur for inclusive event yields
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Figure 5.4.: Jet multiplicities at reconstruction level for simulated H → γγ events in diञerent
Higgs production modes passing the inclusive diphoton selection criteria. Jets are reconstructed
according to the deटnition in section 5.3.

weights were calculated for all simulated events regardless of the jet pT at matrix level. With
the selection requirement of one reconstructed jet with pT ≥ 30 GeV in each event, the
transversemomentumof the jet produced atmatrix level in the same event should alsomostly
exceed the 30 GeV threshold or at least not be much smaller.

Indeed, this association is only appropriate if one of the reconstructed jets was actually ra-
diated in the Higgs production process at matrix level, so that not all of them are a॒ributed
to other e੖ects. Consequently, an additional selection requirement is introduced to sup-
press events with jet multiplicity zero at matrix level, but with jets reconstructed at detector
level. In events with this particular characteristic, a low reconstructed Higgs boson trans-
verse momentum is expected since the Higgs boson is then the only ੗nal state particle at
matrix element before it decays to two photons. Using simulated gluon fusion H → γγ

events, it was found that an additional requirement of pT > 30 GeV of the reconstructed
Higgs boson leads to a 71.5⁵ reduction in the number of events passing the event selection
in which the radiated jet at particle level has a transverse momentum below 30 GeV. य़is ad-
ditional requirement reduces the total number of events, however, only by 14.2⁵, and thus is
introduced in the signal selection. य़e corresponding event numbers passing these selection
criteria are given in table 5.3. From this table, it can be seen that only very few events with
a jet transverse momentum below 30 GeV at particle level are expected to pass the event
selection. Regarding the jet pT distribution of those events at particle level, it is found that
these momenta are mostly near to the requested threshold.

In section 4.1, it was discussed that for one-jet-events, the transverse momenta of Higgs bo-
son and radiated jet are equal at matrix level. In addition to the discussed uncertainties on
the jet multiplicity, including misidenti੗ed pileup jets and underlying events, uncertainties
on the energy measurements of photons and jets cause inequalities on the aforementioned
transverse momenta at detector level. Since photons are reconstructed more reliably com-
pared to jets, the reconstructed Higgs boson transverse momentum is used in the further
analysis to test for the presence of the coupling operators Oi .
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5. Particle Reconstruction and Event Selection Strategies

Event category no cut Higgs preco
T
≥ 30 GeV rejection rate

Selected events 138 118 14.2⁵
Jet pT ≤ 30 GeV at particle level 16 5 71.5⁵

Table 5.3.: Eडciency of cut on Higgs pT > 30 GeV at reconstructed level to reject events
with pT < 30 GeV of the radiated jet at particle level. Considered are simulated gluon fu-
sion H → γγ events at

√
s = 8 TeV passing the diphoton event selection in which at least

one jet is reconstructed. Event yield is predicted according to an integrated data luminosity of
∫

L dt = 20.7 fb−1.

In ੗gure 5.5, the invariant diphoton mass spectrum and the reconstructed diphoton trans-
verse momentum spectrum are shown for selected events. As mentioned before, the re-
constructed diphoton system represents the Higgs candidate. य़ey still include most of the
events originating from the background processes discussed in section 4.2.
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Figure 5.5.: Reconstructed spectra of diphoton mass and diphoton transverse momentum for
events passing the selection criteria discussed in the text. Data was taken with the ATLAS de-
tector in 2012.

5.5.2. Suppression of VBF Higgs Boson Production

Vector boson fusion is the Higgs boson production mode with the second largest production
cross section aॏer gluon fusion. As it can be seen in ੗gure 5.4 and table 5.2, the contri-
bution of this background is especially considerable in events with two reconstructed jets.
य़erefore, it was investigated with simulated events if additional requirements on the event
selection are capable of increasing the simpli੗ed signal signi੗cance, de੗ned as

ξ =
s

√
s + b

. (5.1)

Here, s is the number of expected signal events from gluon fusion Higgs boson production (in
20.7 fb−1), while b is the the expected number of background events from other Higgs boson
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production processes, namely VH and ॒H. य़e non-Higgs background is not considered in
this optimisation study since the continuum background contribution is estimated following
the procedure outlined in chapter 6.

Since VBF events have a distinctive signature, characterised by the two forward jets, kine-
matic criteria to suppress the contribution of VBF events are investigated. Although other
production processes are considered in the de੗nition of b, the ability to maximise ξ will
therefore depend on the ability to reduce the background contribution of VBF events.

य़is study is performed separately for events with one reconstructed jet and events with ≥ 2
reconstructed jets. No optimisation is done for events with no additional jets since these
events are not considered in the analysis. For events with one jet, the following kinematic
variables were considered for this optimisation study: य़e di੖erence in pseudorapidity ∆φγγ j
and the azimuthal angle di੖erence ∆|ηγγ j | between the jet and the combined diphoton sys-
tem, the minimum di੖erence ∆Rγ j (according to the de੗nition of R in (3.5)) between the jet
and either leading or subleading photon, and the invariant massmγγ j of the combined par-
ticle system consisting of the two leading photons and the reconstructed jet. However, no
set of additional selection requirements on these variables led to any improvement in ξ , and
thus the inclusive selection was deemed to be the most optimal for events with exactly one
reconstructed jet.

For events with ≥ 2 reconstructed jets, the same kinematic variables were considered which
are used in other studies for the de੗nition of event categories enriched with VBF events [56].
In the ੗rst step, cuts on these variables were varied separately in order to test for an increase
of the signi੗cance ξ . On the one hand, no enhanced signi੗cance ξ was found for cuts on
the minimal di੖erence ∆Rγ j between either leading/subleading jet and leading/subleading
photon, on the azimuthal angle di੖erence ∆φγγ jj between the combined diphoton system
and the combined dijet system (de੗ned of the two leading jets) or on the diphoton system
pseudorapidity in the frame of the tagging jet pseudorapidity, de੗ned as

����ηγγ − 1
2
(

ηj1 + ηj2
) ����.

On the other hand, ξ could be increased through applying cuts on the rapidity separation
|∆ηjj | between the two leading jets and also for cuts on the invariant mass mjj of the two
leading jets. Normalised distributions of these two kinematic variables are shown in ੗gure
5.6 for VBF and ggF events separately.

For these two kinematic variables, cuts are varied simultaneously in order to maximise ξ .
Since gluon fusion dominates even for higher jet multiplicities, events are rejected only when
they possess kinematic properties that are extremely consistent with the VBF topology. य़us,
events are removed only if they have values of ∆ηjj andmjj both simultaneously exceeding
the speci੗ed cuts. For |∆ηjj |, cuts were varied in the range 2 ≤ |∆ηjj | ≤ 8 in steps of 0.1
while for mjj , cuts were varied within 200 ≤ mjj/GeV ≤ 1000 in steps of 10 GeV. It was
found that ξ is maximised when events withmjj > 670 GeV and |∆ηjj | > 3.5 and Njet ≥ 2 are
rejected. य़e rejection eਖ਼ciencies of these cuts and the expected yields for events passing
the cuts are given in table 5.4 for events produced in ggF, VBF or in VH and ॒H .

य़e selection criteria derived in this section in order to reduce VBF background are not ap-
plied in the nominal analysis presented in this thesis. Instead, the expected background con-
tribution from Higgs boson production in VBF, VH and ॒H is derived from simulated events.
It is subtracted from data aॏer the estimation of the non-resonant background contribution.
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Figure 5.6.: Kinematic distributions of variables used to discriminate VBF background. Consid-
ered are simulated ggF and VBF H → γγ events at

√
s = 8 TeV with two reconstructed jets.

production Njet = 2 Njet ≥ 3
process no cuts aॏer cuts rejection rate no cuts aॏer cuts rejection rate
ggF 28.3 27.1 4.2⁵ 10.2 9.7 4.9⁵
VBF 14.0 8.9 36.4⁵ 2.9 2.2 24.1⁵

VH + ॒H 5.6 5.6 - 4.1 4.1 -

Table 5.4.: Simulated H → γγ events at
√
s = 8 TeV passing the inclusive diphoton selection

with at least two reconstructed jets before and aࡄer applying cuts to reduce the VBF background
contribution. Event yield is predicted according to an integrated data luminosity of

∫

L dt =
20.7 fb−1.

य़e derived selection strategy suppresses events produced in VBF, but still a non-negligible
amount of events produced in VBF, VH and ॒H processes passes these cuts. Consequently,
the event yields would still need to be corrected for these events, but the additional cuts
would increase the in੘uence of systematic uncertainties on jet observables. Results includ-
ing this approach of VBF reduction are given together with the nominal results in chapter
9.
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In order to compare the data taken with the ATLAS detector to the (reweighted) simulated
gluon fusion H → γγ events, the number of background events in data, that pass the event
selection, need to be estimated. य़ose background events include two types of background:
य़e resonant background of Higgs bosons that were produced in other processes than gluon
fusion and the non-resonant background of events with two reconstructed photons that
were not produced by a decaying Higgs particle. य़e background events belonging to this
non-resonant background are predominantly a॒ributed to prompt diphoton production or
misidenti੗ed jets, as described in section 4.2. य़e estimation of all relevant background
sources serves the purpose of extracting the signal Higgs boson pT distribution (see section
4.1) from all data events passing the applied event selection.

य़e non-resonant background contribution is estimated using simulatedH → γγ events and
data. य़e strategy pursued for this non-resonant background estimation is the focus of this
chapter. Selected events are categorized due to the transverse momentum of the diphoton
system that represents the Higgs candidate. As previously described, selected events are
required to have at least one reconstructed jet. य़e same event selection and categorisation is
applied to events from simulation and data. य़e following binning is adopted from reference
[68] with the only modi੗cation that events with p

γγ

T
< 30 GeV are already rejected in the

event selection:

{30, 40, 50, 60, 80, 100, 200}GeV . (6.1)

Events with pT > 200 GeV are considered in an additional bin. य़e adopted binning was
evaluated in [68] by estimating the non-resonant background in each pγγ

T
-bin from sidebands

in themγγ spectrum. य़e binning is assumed to be reasonable likewise for the modi੗ed event
selection used in this analysis.

य़e diphoton mass spectrum observed in data is ੗॒ed by a particularly de੗ned signal plus
background function. य़e number of signal and background events in each pT -bin can then
be read o੖ as the normalisation factors of the corresponding ੗t functions. Before this ੗nal
੗t including signal and background parametrisations is performed, signal and background
parameters are evaluated in preceding ੗ts including exclusively the parametrisation of the
signal or the background shape, respectively. In the following sections, the choice of the sig-
nal and background models and the corresponding pre-੗ts for the evaluation of their param-
eters are discussed. य़e ੗ts described in this chapter use the method of a binned maximum
likelihood ੗ts and were performed using RॵॵF९ॺ [81, 82].

s य़e method is described in more details in the appendix A and e.g. in reference [80]
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6.1. Signal Modelling

य़e signal shape of the Higgs boson mass peak is modelled by the sum of a Crystal Ball func-
tion [83, 84] and a Gaussian component. FormH = 125 GeV, the width of the observed Higgs
mass peak is dominated by the detector resolution. य़e Crystal Ball function parametrises
the core part of the mass peak resolution and a non-Gaussian tail towards lower mass val-
ues. य़e Gaussian component additionally accounts for wider outliers in the distribution.
य़e parametrisation used for the Crystal Ball function is de੗ned as [74]

C (mγγ ; µCB,σCB,α ,n) =

N ·


exp(−t2/2) if t > −α
(
n
α

)n · exp
(

−α2/2
)

·
(
n
α
− α − t

)−n
otherwise

, α > 0
(6.2)

with t = (mγγ −µCB)/σCB. N is a normalisation parameter, µCB is the peak position represent-
ing the hypothesized Higgs boson mass, σCB represents the part of the diphoton invariant
mass resolution that is modelled by the Crystal Ball component of the signal parametrisation,
whilen and α parametrise the exponential tail. य़e parametern is, as applied in other ATLAS
analyses, ੗xed to the arbitrary chosen value n = 10 in order to help the ੗t converging.

य़e peak position µG of the Gaussian component G is required to be at the same position as
the Crystal Ball peak position µCB = µG ≡ µ, while the Gaussian width σG is an additional
free parameter. य़e complete normalised signal modelling function S is hence given by

S (mγγ ; µ,σCB,α ,σG, fCB) = fCB · C (mγγ ; µ,σCB,α )
+ (1 − fCB) · G (mγγ ; µ,σG)

(6.3)

with fCB being the fraction of the signal function parametrised by the Crystal Ball compo-
nent.

य़e diphoton mass spectra of simulated H → γγ events in all pT -bins are simultaneously
੗॒ed while the peak position µ is required to be the same for all the bins. य़e other signal
parameters are allowed to acquire di੖erent values for each bin in this maximum likelihood
੗t. य़e ੗t of the signal shape predicted with simulatedH → γγ events is performed in order
to ੗x all signal parameters except the peak position and the signal yield for the later realised
signal plus background ੗t to the data distributions. Any dependencies of the signal shape
parameters on the Higgs boson mass are therefore neglected. य़ey should be small since
the actually measured Higgs boson mass is near to the simulated value of 125 GeV. More
over, the shape of the Higgs boson mass peak in data is assumed to be well modelled by the
predictions of simulated events.

य़e ੗t results for the signal parameters are summarized in table 6.1. य़e corresponding pa-
rameters in the later discussed signal plus background ੗t are ੗xed to these values. Figure
6.1 shows the normalised Higgs boson mass peak for events with 40 ≤ pT /GeV < 50 with
the modelled signal function and its parameters. य़e other simultaneously modelled distri-
butions are shown in the appendix B.2 for all the remaining pT -bins. य़e ੗॒ed Higgs boson
mass of µ = 124.625(3) GeV di੖ers from the nominal value mH = 125 GeV for which the
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pT /GeV α fCB σCB/GeV σG/GeV
[30, 40) 1.37 ± 0.02 0.94 ± 0.02 1.77 ± 0.01 3.53 ± 0.16
[40, 50) 1.39 ± 0.02 0.89 ± 0.02 1.73 ± 0.01 3.05 ± 0.10
[50, 60) 1.43 ± 0.01 0.94 ± 0.02 1.76 ± 0.01 3.53 ± 0.15
[60, 80) 1.45 ± 0.02 0.93 ± 0.01 1.73 ± 0.01 3.48 ± 0.10
[80, 100) 1.59 ± 0.04 0.96 ± 0.01 1.76 ± 0.01 4.02 ± 0.20
[100, 200) 1.90 ± 0.03 0.95 ± 0.01 1.69 ± 0.01 3.97 ± 0.11
≥ 200 2.30 ± 0.10 0.95 ± 0.01 1.53 ± 0.01 3.81 ± 0.22

Table 6.1.: Results on signal टt parameters obtained in simultaneous mass टt in pT bins using
simulated H → γγ events with

√
s = 8 TeV and a hypothesized Higgs massmH = 125 GeV.

H → γγ events were simulated. However, for this analysis, the ੗t result for the Higgs boson
mass does not have any impact and therefore this shiॏ is not further investigated.
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Figure 6.1.: Normalized signal peak of simulated H → γγ events for a hypothesized Higgs
mass of mH = 125 GeV and the modelled signal function. Considered are events passing the
event selection with 40 ≤ pT /GeV < 50. eࡋ common टࡇed peak position for all pT -bins is
µ = 124.625(3) GeV.

6.2. Background Modelling

Several studies on the background parametrisation in the H → γγ decay channel have been
performed within the ATLAS collaboration. It was investigated that the mass spectra of non-
resonant background events categorized in pT bins are best described by an exponential of a
polynomial of second order [68]. य़is parametrisation is assumed to hold for the modi੗ed
event selection used in this analysis. य़is event selection di੖ers to that applied in reference
[68] concerning the requirements of one additional reconstructed jet and a minimum pT
for the Higgs boson candidate of 30 GeV, but the same relative pT cuts on the two leading
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6. Background Estimation

photons were applied in both analyses. With absolute cuts of pT ≥ 40(30)GeV applied on
the (sub)leading photon, as used in former ATLAS analyses instead of the relative cuts, the
background dominated mass spectrum becomes distorted for lower mass values in the low-
pT -bins.

य़e background parametrisation with the exponential of a polynomial of second order is
adopted in all pT -bins. य़e background parametrisation function is therefore de੗ned as

B (mγγ ; β ,γ ) = N · exp
(

−
(

βmγγ + γ m
2
γγ

))

(6.4)

where N is a normalisation parameter while β and γ are free ੗t parameters.

य़is background parametrisation function is ੗॒ed to the diphoton mass spectra observed in
data. In contrast to the signal ੗t parameters, the background ੗t parameters are not ੗xed in
the ੗ts using signal and background parametrisations (see section 6.3), but they are consid-
ered as initial values for the combined ੗t. य़e whole mass range of 105 ≤ mγγ /GeV ≤ 160
is used for this background ੗t and no signal region is excluded. It was investigated that the
exclusion of a signal region aroundmγγ = 125 GeV a੖ects the results of the background only
੗t. However, no di੖erence was found in the results of the combined ੗t, which uses these
results only as initial values. For the results in this analysis, only the results of the combined
੗t are relevant and hence no signal region needs to be excluded.

Figure 6.2 shows the mass spectrum and the ੗॒ed background function for the bin with
events of 40 ≤ pT /GeV < 50. य़e plots of the remaining bins are shown in the appendix
B.3.
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Figure 6.2.: Mass spectrum observed in data at
√
s = 8 TeV with an integrated luminosity of

∫

L dt = 20.7 fb−1 and the modelled background function. Considered are events passing the
event selection with 40 ≤ pT /GeV < 50.
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6.3. Results

य़e results of the previously described separate signal and background ੗ts are used to per-
form a binned extended maximum likelihood ੗t of a signal plus background parametrisa-
tion function to the diphoton mass spectra in each bin of pT . य़e signal plus background
parametrising function F is composed of the signal and background functions de੗ned in
(6.3) and (6.4) with the respective normalisation factors Nsig and Nback expressing the num-
ber of observed signal and background events:

F (mγγ ;Nsig,Nback, µ, β , γ , fCB,α , σCB, σG) =

Nsig · S (mγγ ; µ,σCB,α ,σG, fCB) + Nback · B (mγγ ; β ,γ )
(6.5)

य़e signal parameters fCB,α , σCB and σG are ੗xed to their values obtained in the signal
੗t while the background parametrisation parameters β and γ are again free ੗t parameters
using the results of the background ੗t as start parameters. य़e binned extended maximum
likelihood ੗t is performed simultaneously in all pT -bins with the peak position µ being the
only parameter that is constrained to adopt the same ੗॒ed value for all bins. य़e mγγ bin
width is 1 GeV for the whole mass range.

य़e extended likelihood allows for a Poisson ੘uctuation of the overall normalisation in ev-
ery bin by adding an additional term to the likelihood function (see the descriptions in the
appendix A) and enables the calculation of separate ੗t errors on the number of signal events
Nsig and the background contribution Nback. In table 6.2, the results for the free ੗t parame-
ters obtained in the likelihood ੗t are given. Figure 6.3 shows the modelled mass spectrum
for events with 40 ≤ pT /GeV < 50. य़e mass spectra and ੗॒ed signal plus background
functions of all remaining pT -bins are shown in the appendix B.4.

pT /GeV Nsig Nback β · 102 GeV γ · 104 GeV2

[30, 40) 38 ± 31 5053 ± 77 7.3 ± 1.3 −1.47 ± 0.50
[40, 50) 59 ± 31 4939 ± 76 5.9 ± 1.3 −1.08 ± 0.51
[50, 60) 67 ± 29 4219 ± 71 3.0 ± 1.4 0.09 ± 0.55
[60, 80) 48 ± 33 5830 ± 83 4.8 ± 1.3 −0.78 ± 0.49
[80, 100) 51 ± 24 2933 ± 59 1.6 ± 1.7 0.22 ± 0.66
[100, 200) 46 ± 23 3005 ± 59 1.3 ± 1.8 0.08 ± 0.68
≥ 200 8 ± 6 213 ± 16 5.6 ± 5.4 −1.82 ± 2.00

Table 6.2.: Results of simultaneous signal+background टt on themass spectra inpT -bins observed
in data. Results are given for the free टt parameters. eࡋ best टt value for the Higgs boson mass
ismH = (125.9 ± 0.5) GeV.

य़e ੗t parameter Nsig in each bin represents an estimate on the number of Higgs bosons
produced in events within the corresponding transverse momentum range that passed the
event selection. It is hence not restricted to gluon fusion Higgs production, but includes
Higgs bosons produced in all possible production processes. य़e de੗nition of the bins in
which the signal yield Nsig was extracted is based on the transverse momentum of the com-
bined diphoton system of the two leading photons.
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Figure 6.3.: Mass spectrum observed in data at
√
s = 8 TeV with an integrated luminosity

of
∫

L dt = 20.7 fb−1 and the टࡇed signal plus background function. eࡋ best टt value for the
Higgs boson mass ismH = (125.9 ± 0.5) GeV. Considered are events passing the event selection
with 40 ≤ pT /GeV < 50.

In ੗gure 6.4a, the pT spectrum of the Higgs boson candidates aॏer subtracting the non-
resonant background contribution is shown. Since the signal yield observed in a particular
bin depends on the bin width, ੗gure 6.4b shows the di੖erential pT distribution in which
the event yield is divided by the corresponding bin width. For the analysis presented in
this thesis, the yield in each bin is the relevant observable that is compared to predictions
obtained with simulated events, but the di੖erential distribution gives a representation of the
actual shape of the Higgs boson pT -distribution.

य़e errors on the background ੗t parameters are approximately of the order ∆Nback =
√
Nback.

य़e uncertainty on the signal yield in each bin, ∆Nsig, is also determined in the signal + back-
ground ੗t. Since it is in੘uenced by the uncertainty on the background yield, the observed
statistical uncertainty on the signal yield is for all bins much larger than

√

Nsig, which is
further discussed in section 8.1.

य़e pT spectra shown in ੗gure 6.4 are in੘uenced by detector e੖ects including particle iden-
ti੗cation ineਖ਼ciencies and limited energy resolutions. य़ose detector e੖ects can depend
on the reconstructed diphoton transverse momentum so that the impact on the signal yield
may vary between the bins. More over, di੖erences between reconstructed observables and
the ۜtrue۝ kinematics at particle level can cause migration of events from one bin to an-
other. Concerning the reconstructed diphoton transverse momentum, uncertainties on the
measured energy scales and resolutions are particularly expected to have an in੘uence. य़e
detector e੖ects can be corrected by applying an unfolding procedure in order to make the
observed distribution directly comparable to theory predictions at particle level. However,
in this analysis, comparisons are done at the reconstruction level, so that no unfolding proce-
dure is necessary. य़e simulated events which were reweighted at particle level to di੖erent
theoretical predictions (see section 4.3.2) are therefore also passed through a full detector
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Figure 6.4.: Higgs boson transverse momentum distribution extracted from data aࡄer non-
resonant background estimation. Data was taken with the ATLAS detector at

√
s = 8 TeV

reaching an integrated luminosity of
∫

L dt = 20.7 fb−1. eࡋ rest bin for events with ≥ 200 GeV
is not shown.

simulation. य़e in੘uence of experimental systematic uncertainties including photon energy
resolution and scale uncertainties and also jet energy resolution and scale uncertainties on
the results of the analysis are discussed in chapter 7.

For this analysis, events with Higgs bosons produced in other processes than gluon fusion
are considered as background (resonant background). य़e background estimation described
in the previous sections covered the estimation of background events without Higgs produc-
tion. However, the Higgs boson transverse momentum distribution at reconstruction level
obtained by this procedure must be corrected for the presence of Higgs bosons produced in
VBF, VH or ॒H processes.

6.4. Resonant Background

In the previous sections, the inclusive Higgs boson pT distribution was retrieved from data.
य़e contribution of resonant background events a॒ributed to VBF, VH and ॒H Higgs boson
production processes, is estimated using the predictions of simulated events. य़e corre-
sponding production cross sections which are used for normalisation are given in table 4.1.

Table 6.3 gives the expected (using simulated events) and observed event yields in the Higgs
boson pT -bins. It can be seen that gluon fusion, which is the signal process for this analysis,
is the dominant production mode in all bins. Moreover, the total number of observed events
exceeds the expected inclusive (including all considered Higgs production processes) event
yield. For events passing the selection criteria applied in this analysis, an inclusive signal
strength of

µ੗d = 2.0 ± 0.6 (6.6)
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pT /GeV ggF VBF VH + ॒H inclusive N obs
sig

[30, 40) 16.4 2.0 1.1 19.5 38 ± 31
[40, 50) 18.4 2.3 1.3 22.0 59 ± 31
[50, 60) 16.9 2.5 1.3 20.7 67 ± 29
[60, 80) 25.0 4.7 2.4 32.1 48 ± 33
[80, 100) 15.1 3.8 2.0 20.9 51 ± 24
[100, 200) 21.9 8.0 4.5 34.4 46 ± 23
≥ 200 4.5 1.7 1.4 7.6 8 ± 6
≥ 30 118.2 25.0 14.0 157.2 317 ± 71

Table 6.3.: Predicted event yields from the considered Higgs boson production processes in the
Higgs boson pT -bins for Njets ≥ 1. Event yield is normalised to SM cross sections given in table
4.1 for an integrated luminosity

∫

L dt = 20.7 fb−1. eࡋ observed event yields N obs
sig are given

for comparison.

is observed. Since this analysis tests the SM prediction of the gluon fusion tensor structure,
one must consider the possibility that the observed signal surplus is completely a॒ributed
to gluon fusion Higgs production. Consequently, in the nominal analysis, the event yield
of other production processes is subtracted from the observed Higgs boson pT spectrum ac-
cording to their SM cross sections, which means that µVBF = µZH = µWH = µttH = 1 are
assumed. य़e subtracted event yields hence correspond to the numbers given in table 6.3.
Figure 6.5 shows the Higgs pT distribution obtained from data aॏer the correction for Higgs
events of production processes considered as background in this analysis. य़is distribution
is in the further analysis used to test for the presence of the coupling operators Oi de੗ned in
the e੖ective theory. य़e uncertainties on the corrected signal yield shown in this ੗gure are
still dominated by the ੗t uncertainty, but account for the expected statistical uncertainties
on the Higgs background events in data. य़ey do not consider theoretical uncertainties on
the cross sections for the background Higgs production processes.

As an alternative ansatz, the observed signal strength is taken into account for the reso-
nant background contribution. य़erefore, the predicted event yields for the Higgs boson
background processes are scaled by the observed signal strength and subtracted from the
inclusive Higgs boson pT spectrum that was extracted from data. However, for this ansatz,
the signal strength observed in the inclusive diphoton selection is used instead of the signal
strength observed in the de੗ned signal region. य़is procedure was chosen since no assump-
tion on the kinematic distributions in background Higgs boson production processes should
enter the results. य़e number of produced Higgs bosons for the inclusive diphoton produc-
tion including all production processes is determined in a ੗t to the inclusive diphoton mass
spectrum. Here, all events passing the inclusive diphoton selection are considered without
any further requirements. य़e ੗t follows the procedure described in the previous sections
and is shown in ੗gure 6.6. य़e ੗॒ed number of Higgs bosons is Nsig = 659 ± 126 while
the predicted event yield that was evaluated with simulated events can be taken from table
5.2 and is N = 411. य़e inclusive signal strength observed in data and the corresponding
statistical uncertainty hence are

µobs = 1.60 ± 0.31 (stat) . (6.7)
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Figure 6.5.:Higgs boson transverse momentum distribution extracted from data at reconstructed
level corrected for Higgs background. Data was taken with the ATLAS detector at

√
s = 8 TeV

reaching an integrated luminosity of
∫

L dt = 20.7 fb−1. Considered are events with at least
one reconstructed jet. eࡋ rest bin for events with ≥ 200 GeV is not shown.

य़is value is in agreement to µ = 1.65 ± 0.24(stat)+0.25
−0.18(syst.) which was determined in an

ATLAS analysis using the same dataset [56]. Results obtained with this alternative approach
are given together with the nominal results in chapter 9.

For the approach including the selection criteria which were derived in order to suppress the
VBF Higgs boson production background, events in data are selected using these additional
selection requirements and the estimation of the non-resonant background is repeated fol-
lowing the procedure explained in the previous sections. य़e observed signal yields in this
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6. Background Estimation

੗t are slightly lower than without the additional selection criteria and are given in table
6.4. य़e resonant background contributions that remain with the tighter event selection are
again subtracted according to their prediction evaluated with simulated events. य़is study
is only performed for the assumption of µ = 1 for the resonant background processes. As
given in table 5.4, the additional selection criteria do not reduce the expected yields of events
produced in VH or ॒H production processes within the described accuracy. य़e expected
event yields for each of the Higgs boson pT -bins by applying the additional selection criteria
to supress VBF Higgs boson production are given in table 6.4 for the ggF and VBF produc-
tion processes. य़e results of this approach are also presented together with the nominal
results.

pT /GeV ggF VBF N obs
sig

[30, 40) 16.3 1.7 38 ± 30
[40, 50) 18.3 2.0 56 ± 31
[50, 60) 16.8 2.2 67 ± 29
[60, 80) 24.7 4.0 44 ± 33
[80, 100) 14.8 3.1 47 ± 24
[100, 200) 21.3 5.7 45 ± 22
≥ 200 4.3 1.0 8 ± 6
≥ 30 116.5 19.7 305 ± 70

Table 6.4.: Predicted event yields from the ggF and VBF production processes in the Higgs boson
pT -bins for Njets ≥ 1 and the modiटed event selection in order to suppress VBF Higgs boson
production. Event yield is normalised to SM cross sections given in table 4.1 for an integrated
luminosity

∫

L dt = 20.7 fb−1. eࡋ observed event yields N obs
sig in the टt with modiटed event

selection are also given.
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य़e reconstructed Higgs boson transverse momentum depends on various experimental ob-
servables, in particular concerning the photon and jet reconstruction, that are possibly af-
fected by various systematic uncertainties. Moreover, perturbatively performed calculations
that were used to predict di੖erential and total cross sections are subject to theoretical un-
certainties. य़ese experimental and theoretical systematic uncertainties can be further sub-
divided into shape uncertainties a੖ecting the shape of the considered Higgs boson pT distri-
butions and yield uncertainties that only have an impact on the overall normalisation.

य़e impact of several systematic uncertainties on the results of this analysis is investigated
using simulated gluon fusion H → γγ events. य़erefore, di੖erent observables are varied
within their uncertainties and the e੖ects of these systematic variations on the ੗nal results
are detailed in chapter 9. In this chapter, the systematic uncertainties which are considered
for these investigations are introduced. For the subset of experimental shape uncertainties,
the in੘uence on a੖ected kinematic distributions, including the Higgs boson transverse mo-
mentum, is investigated.

7.1. Experimental Uncertainties

य़e transverse momentum spectrum of reconstructed Higgs bosons, which is used in this
analysis as the discriminating observable to determine con੗dence intervals on Wilson co-
eਖ਼cients, is reconstructed from the four vectors of the leading two reconstructed photons.
य़e event selection further requires one additional jet with a transverse momentum above
30 GeV. य़e results of this analysis are therefore primarily a੖ected by uncertainties on pho-
ton and jet observables. Concerning jet uncertainties, only the impact on the number of
events satisfying the requirement of one reconstructed jet with pT ≥ 30 GeV is relevant for
this analysis.

An additional experimental uncertainty, that is not a॒ributed to photon or jet systematics,
comes from the uncertainty on the luminosity measurement. य़e expected event yield for
the 2012 ATLAS dataset is predicted with simulated events for an integrated luminosity of
∫

L = 20.7 fb−1. However, this measured quantity is accompanied by an uncertainty of
±3.6⁵ [56] which must therefore be considered as an uncertainty on the expected event
yield.
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7.1.1. Photon Systematics

Photon uncertainties a੖ecting the reconstructed transverse momentum of the diphoton sys-
tem composed of the two leading photons are particularly a॒ributed to the photon energy
measurement in the electromagnetic calorimeters. य़ese are subject to an uncertainty on the
energy scale (PES) and an uncertainty on the resolution (PER). Another photon uncertainty
is a॒ributed to an uncertainty on the photon reconstruction eਖ਼ciency.

Photon Energy Resolution

Simulated H → γγ events are smeared to match observations on the measured energy res-
olution evaluated with Z → ee data [69]. य़e energy smearing depends on the calorimeter
region and is around 1⁵ to 2.5⁵. य़e uncertainty on this smearing correction is considered
as a systematic uncertainty. For this investigation, the width of the applied smearing func-
tion is varied up and down by the 1σ uncertainty on the energy resolution. य़e uncertainty
on the constant term of the energy resolution was investigated in the Z → ee studies to
be about 50⁵ [69]. य़e total relative uncertainty on the energy resolution is estimated to
range between 5⁵ and 20⁵ for electrons with ET ∼ 60 GeV, depending on the region of
the calorimeter . Newer calibrations based on the complete LHC Run 1 data reduce these
uncertainties [85], but were not applied to the dataset used for this analysis. य़e event se-
lection and de੗nition of the Higgs boson candidate, following the procedure described in
section 5.2, is then performed for the photons with varied simulated resolution of the en-
ergy measurement, so that this systematic uncertainty has an in੘uence on the shape of the
reconstructed Higgs boson pT spectrum and on the overall event yield. For the event se-
lection applied in this analysis, however, the e੖ect on the yield is found to be < 0.1% and
therefore negligible. Figure 7.1 shows the distribution of the di੖erence between the energy
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Figure 7.1.: Resolution of the energy measurement for the leading and subleading photon. eࡋ
best description on the energy resolution evaluated from data is shown in grey, up (down) vari-
ations by one standard deviation on the resolution are shown in red (blue). eࡋ event yield
corresponds to an integrated luminosity of

∫

L = 20.7 fb−1. Considered are simulated gluon
fusion H → γγ events for

√
s = 8 TeV passing the inclusive diphoton selection.

of the (sub)leading photon at detector level with varied energy resolution and the photon
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energy at truth level. Truth photons are de੗ned for simulated events as the photon objects
obtained aॏer simulating radiation processes and before the detector simulation is applied.
य़e average resolution is found to be approximately (4.8 ± 0.5) GeV and (4.4 ± 0.4) GeV
for the leading and subleading photon, respectively. य़e absolute energy resolution is be॒er
for the subleading photon since σ (E) ∼

√
E (see table 3.1). य़is explains the lower width

observed in the distribution for the subleading photon in ੗gure 7.1b compared to that of the
leading photon in ੗gure 7.1a. However, for the actual accuracy of the reconstructed photon
vectors, the relative uncertainty σ (E)/E ∼ 1/

√
E is more important and lower for the leading

photon.

Photon Energy Scale

य़e scale of the energy measurement is calibrated in order to restore agreement between
energy scales in data and simulation. य़e overall systematic uncertainty on the energy scale
evaluated with Z → ee data varies from 0.3⁵ to 3⁵, depending on the elctron |η | and ET [69].
य़e average energy scale uncertainty for photons is reduced to 0.3% in datasets using new
calibrations [85]. य़e nominal calibrations are applied on data, the impact of 1σ variations on
this calibration is evaluated with simulated events. Figure 7.2 shows the distribution of the
di੖erence between the energy of the reconstructed (sub)leading photon with 1σ variation
on the energy scale and the energy of the reconstructed (sub)leading photon for the nominal
energy scale. Since this calibration is applied in the pre-selection, there are several other cor-
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Figure 7.2.: Impact of energy scale variation by 1σ on the reconstructed photon energy. eࡋ
distribution of the energy diञerence between the reconstructed photon with varied energy scale
and the reconstructed photon with nominal energy scale is shown for the leading and the sub-
leading photon. Distribution for upwards scaling of the energy is shown in red, the one for
downwards scaling of the energy in blue. eࡋ event yield corresponds to an integrated lumi-
nosity of

∫

L = 20.7 fb−1. Considered are simulated gluon fusion H → γγ events passing the
inclusive diphoton selection for

√
s = 8 TeV.

rections applied in the photon reconstruction aॏer this energy scale calibration. य़is includes
corrections that account for the reconstructed primary vertex. य़ese corrections may be dif-
ferent if applied on photons with varied energy scale. Moreover, it is possible that di੖erent
photons are selected as (sub)leading photon for a varied photon energy scale. Consequently,
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there are few events for which the energy of the reconstructed (sub)leading photon with
upwards scaled energy is lower than the energy of the reconstructed (sub)leading photon
with nominal energy scale and vice versa. य़e average impact of the scale variations on the
reconstructed photon energies is found to be approximately ±1.5 GeV and ±1.0 GeV for the
leading and subleading photon, respectively. य़e impact on the signal yield is found to be
approximately ±0.4%.
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Figure 7.3.: Higgs boson transverse momentum in simulated gluon fusion H → γγ events that
pass the full event selection at

√
s = 8 TeV with photon energy systematics varied by +1σ (blue)

and −1σ (red) in comparison to nominal spectra. eࡋ event yield corresponds to an integrated
luminosity of

∫

L = 20.7 fb−1.

In ੗gure 7.3, the Higgs boson pT distribution is shown for varied PER and PES and each
compared to the prediction for the nominal photon energies. It has to be considered that the
event yield is plo॒ed for pT -bins with unequal width.

Photon Reconstruction E৤iciency

Another experimental systematic concerning photon observables is a॒ributed to an uncer-
tainty on the photon reconstruction eਖ਼ciency. य़e reconstruction eਖ਼ciency ϵID and its
uncertainty depend on the photon pseudorapidity and transverse energy, as shown in ੗gure
5.2 for unconverted photons. य़e corresponding distributions for converted photons can be
found in ref. [76]. य़e uncertainty on the identi੗cation eਖ਼ciency is smaller than 2.5⁵, re-
gardless of photon kinematics. य़e e੖ect on the shape of the Higgs boson pT distribution
from this uncertainty is assumed to be negligible. य़erefore, the analysis presented here only
considers the in੘uence on the signal yield and assigns a conservative systematic uncertainty
of 2.5⁵ on the identi੗cation eਖ਼ciency of all photons.

7.1.2. Jet Systematics

In this analysis, events are selected with a requirement on the reconstructed jet multiplicity.
A requirement of pT ≥ 30 GeV is applied on each jet and at least one jet must be recon-
structed in every selected event. Consequently, systematic uncertainties on the jet transverse
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momentum have an in੘uence on the event selection and hence indirectly a੖ect the recon-
structed Higgs boson pT spectrum. य़e uncertainty on the reconstructed jet pT is mainly
determined by the uncertainties on the jet energy measurement and is composed of a scale
(JES) uncertainty and a resolution (JER) uncertainty.

Jet Energy Resolution

For the 2012 data set used in this analysis, the jet energy resolution in MC and observed
in data are in agreement within uncertainty [86]. य़erefore, no additional smearing is ap-
plied on jets in simulated events so that only the impact of an additional smearing can be
investigated. Consequently, for investigations on this systematic uncertainty, an additional
smearing of +1σ on the jet resolution uncertainty is applied to jet energies and the e੖ect of
this uncertainty is assumed to be symmetric. य़e total uncertainties on the jet energy res-
olution measurements range from 20⁵ to 10⁵ for jets within |y | < 2.8 and with transverse
momenta increasing from 30 GeV to 500 GeV [86]. य़e distribution of the reconstructed jet
multiplicity, which is the only reconstructed jet observable relevant for the analysis results,
is shown in ੗gure 7.4 for nominal and varied jet energy resolution. Migrations from the
zero jets bin to bins with higher jet multiplicities must be considered in particular since they
in੘uence the event selection of this analysis. For the jet energy resolution varied by +1σ ,
the expected yield for events with at least one reconstructed jet is increased due to migrated
events by about 2⁵. य़e transverse momentum distribution of reconstructed Higgs bosons
is also shown in ੗gure 7.4. It can be seen that the event yield is increased mainly due to
additionally selected events with a Higgs transverse momentum below 50 GeV.
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Figure 7.4.: Jet multiplicity and Higgs boson transverse momentum in simulated gluon fusion
H → γγ events at

√
s = 8 TeV with jet energy resolution varied by +1σ (red) in comparison to

nominal JER. eࡋ event yield corresponds to an integrated luminosity of
∫

L = 20.7 fb−1. eࡋ
jet multiplicity is shown for events passing the inclusive diphoton selection while for the Higgs
boson pT spectrum, the full event selection is applied.
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Jet Energy Scale

य़e uncertainty on the jet energy scale is evaluated by varying the scale corrections that are
applied to simulated events within their respective ±1σ uncertainties [87]. य़e maximum
uncertainty for the jet calibration which is used in this analysis is found to be around 14⁵ for
low pT jets with 3.2 ≤ |η | < 4.5. In the meanwhile, the jet energy calibration was improved
by evaluating data with higher integrated luminosity [88], lowering the maximum uncer-
tainty to about 6⁵. य़e jet uncertainty is composed of uncertainties on the various analysis
methods performed for the calibration (see the given references), uncertainties a॒ributed to
pileup and additional uncertainties for particular event topologies. For this analysis, only the
total uncertainty on the jet energy scale and its impact on the jet multiplicity is considered
instead of analysing component uncertainties separately. On the one hand, the variation of
the JES by +1σ causes an increase of the expected signal yield for events with ≥ 1 recon-
structed jets by approximately 6.5⁵. For a JES varied by −1σ , on the other hand, the expected
event yield is lowered by around 6.2⁵. In ੗gure 7.5, the jet multiplicity distribution is shown
for the nominal and the varied jet energy scales. Considering the in੘uence on the Higgs bo-
son pT , which is also shown in ੗gure 7.5, it can be seen that an upwards (downwards) scaled
jet energy particularly leads to an increase (decrease) of events with lower Higgs boson pT .
For the pT -bin of 30 ≤ pT /GeV ≤ 40, the e੖ect is of the order ±10⁵.
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Figure 7.5.: Jet multiplicity and Higgs boson transverse momentum in simulated gluon fusion
H → γγ events at

√
s = 8 TeV with jet energy scale varied by ±1σ (red/blue) in comparison

to nominal JES. Event yield corresponds to an integrated luminosity of
∫

L = 20.7 fb−1. eࡋ
jet multiplicity is shown for events passing the inclusive diphoton selection while for the Higgs
boson pT spectrum, the full event selection is applied.

Jet Vertex Fraction

A jet vertex fraction (JVF) was de੗ned and applied in the jet reconstruction (see section 5.3).
य़is JVF veto is introduced in order to suppress pileup jets, but is only applied on jets with
pT < 50 GeV and |η | < 2.4. Jets in this kinematic range are rejected for a JVF ≤ 0.25,
while a variation of this cut value can be considered as an additional systematic uncertainty.
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य़e JVF up/down variation is calculated for each calibrated jet candidate individually using
the transverse momentum and pseudorapidity of the jet candidate as input parameters. For
example, for jets within 1.0 ≤ |η | ≤ 2.1 and pT ≥ 30 GeV, the JVF threshold is varied
upwards (downwards) to 0.27(0.23). य़e jet candidate is then tested to pass the JVF criteria
according to the varied cut value. In ੗gure 7.6, it can be seen that the impact of this JVF cut
variation on the jet multiplicity and on the reconstructed Higgs boson transverse momentum
is negligible. य़e in੘uence on the expected event yield of selected events is < 0.1⁵. य़is
systematic uncertainty is therefore expected to have no considerable in੘uence on analysis
results and is not investigated further.
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Figure 7.6.: Jet multiplicity and Higgs boson transverse momentum in simulated gluon fusion
H → γγ events at

√
s = 8 TeV with varied JVF cuts. Event yield corresponds to an integrated

luminosity of
∫

L = 20.7 fb−1. eࡋ jet multiplicity is shown for events passing the inclusive
diphoton selection while for the Higgs boson pT spectrum, the full event selection is applied.

7.2. Theoretical Uncertainties

In this thesis, the event yield of simulated gluon fusion events is normalised according to
the calculated gluon fusion cross section given in table 4.1. य़is cross section is calculated at
NNLL QCD and NLO EW accuracies. As it can be seen in this table, this cross section predic-
tion is in੘uenced by two independent uncertainties: A QCD scale uncertainty a॒ributed to
factorisation and renormalisation scales and an uncertainty on the parton density function
including the value of the strong coupling constant αs whichwere used for the corresponding
cross section calculation. In order to investigate the in੘uence of those yield uncertainties,
the predicted event yield is for each source of uncertainty varied within the given ±1σ range
(see table 4.1).

Since this analysis uses the pT spectrum of Higgs bosons reconstructed in the H → γγ de-
cay channel, the predicted event yield also depends on the branching ratio BR(H → γγ ).
य़e uncertainty on this branching ratio is +4.98

−4.89⁵ and is considered as an additional yield
uncertainty.
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7. Systematic Uncertainties

Uncertainties a॒ributed to PDF and scale uncertainties in੘uence not only the expected event
yield, but also the shape of predicted kinematic distributions including the Higgs boson pT
spectrum. It was investigated if analysis results are a੖ected by the scale at which the strong
coupling constant αs is evaluated for the calculation of cross sections in the e੖ective the-
ory. For the nominal results, αs is evaluated at scale µ = (m2

H + p
2
T ,H )

1/2 in the reweighting
procedure (see (4.2)). In order to investigate if the choice of µ has an impact on the re-
sults of this analysis, studies are made for di੖erent choices of µ. For this analysis, µ = mH ,
µ = ((1/2)m2

H + p
2
T ,H )

1/2 and µ = (2m2
H + p

2
T ,H )

1/2 are considered.

Pॵॽ८५७ does itself not provide any information on theoretical uncertainties a॒ributed to
the proton PDF used for calculations. य़e impact on the predicted kinematic distributions
and the analysis results can therefore not be investigated. य़e cross sections for H + 1jet
events are calculated in the e੖ective theory at LO accuracy. However, uncertainties on these
calculations are not considered in this analysis. Moreover, this investigation of theoretical
uncertainties does not consider the di੖erences that were observed comparing the SM pre-
diction obtained with Pॵॽ८५७ and the corresponding SM cross sections calculated in the
reweighting procedure, either.
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8. Confidence Intervals for Wilson
Coe৤icients

य़e sensitivity to test for an additional contribution from the coupling operators Oi , which
were introduced in section 2.4, in addition to the SM operator is predicted using simulated
events. य़e contribution of each of the coupling operators Oi is adjusted by the correspond-
ing Wilson coeਖ਼cient Ci . य़e main goal of this analysis is to give con੗dence intervals for
these Wilson coeਖ਼cients Ci .

य़e strategy to derive frequentist con੗dence intervals for the Wilson coeਖ਼cients uses the
Neyman construction [89]. य़erefore, con੗dence belts for theWilson coeਖ਼cientsCi depend-
ing on the likelihood estimators Ĉi are derived in studies using simulated events. य़e esti-
mators Ĉi are evaluated using both a non-extended maximum likelihood ੗t and an extended
maximum likelihood ੗t. य़is procedure requires to study the probability distributions of the
likelihood estimators f (Ĉi ; Ci ) for all possible values of the Wilson coeਖ਼cients Ci . य़us,
these distributions are determined using pseudo-experiments emulating the transverse mo-
mentum spectrum of the Higgs boson observed in collision data.

य़e expected pT distribution of the reconstructed Higgs boson at detector level is obtained
from fully simulated events in Pॵॽ८५७ for the SM prediction. य़e statistical uncertainty
on this prediction is negligible due to the high number N = 3 × 106 of simulated events.
य़e theoretically predicted pT distributions for di੖erent Wilson coeਖ਼cients are obtained by
reweighting the existent Pॵॽ८५७ sample. य़is reweighting procedure was explained in sec-
tion 4.3.2.

In this analysis, the additional presence of the coupling operators Oi is tested for eachWilson
coeਖ਼cient Ci separately while the other coeਖ਼cients are set to zero. In this approach, the
di੖erential cross sections are composed of the operator terms given in (2.57). य़ey depend
on C1

Λ
for O1 and Ci

Λ3 for i ≥ 2. In the following, this fraction is considered as one single
parameter and for simplicity in some cases also denoted by Ci . For each coupling operator
Oi , the reweighting is performed for a set of discrete Wilson coeਖ਼cients Ci , while Ci = 0
corresponds to the SM prediction. य़e number of values for each coeਖ਼cient, for which the
reweighting can be performed, is limited due to the high number of event weights that have
to be calculated and stored. For each of the considered coupling operators Oi with i ≥ 2, 180
Wilson coeਖ਼cients are tested, corresponding to 180 · 3 × 106

= 5.4 × 108 event weights.

य़e choice of an appropriate parameter range was evaluated for each Wilson coeਖ਼cient Ci

in an iterative procedure: A particular parameter range was chosen, the SM Pॵॽ८५७ sam-
ple was reweighted for this choice of parameters and the sensitivity given these parameters
was investigated using the strategy described in the following sections. Based on the deter-
mined sensitivity, the parameter range was adjusted and the procedure was repeated until
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8. Conटdence Intervals for Wilson Coeडcients

the sensitivity was found to be such that parts of the parameter range could be excluded at
90⁵ con੗dence level. It was found that this is not possible for the Wilson coeਖ਼cientC1. य़e
problems dealing with the coupling operator O1 are discussed later in this chapter.

य़is chapter is structured as follows: First, the general strategy for the generation of pseudo-
experiments is explained. Aॏerwards, the distributions of the likelihood estimators Ĉi are
investigated using pseudo-experiment that were generated for the hypothesis that the SM is
realised in data. Based on these results, the procedure to evaluate the estimator distributions
using pseudo-experiments for di੖erent Wilson coeਖ਼cients is developed and described in the
subsequent section. य़ese predictions are then taken to evaluate the Neyman con੗dence
belts for the Wilson coeਖ਼cients and are used in the following chapter to interpret the results
obtained with the pT distribution observed in 2012 collision data. Additionally, the in੘uence
of systematic uncertainties is studied. In the last section of this chapter, the procedure to
derive also Bayesian con੗dence intervals is described.

8.1. Generation of Pseudo-experiments

य़emeasurement of the Higgs boson pT distribution is simulated using pseudo-experiments
based on simulated events. Since the pseudo-experiments have to emulate the actual mea-
surement, they have to re੘ect all relevant steps of the measurement. य़is includes the phys-
ical processes in the proton-proton collisions, the data taking with the ATLAS detector, the
event selection and the background estimation. All steps concerning the physical processes,
the ATLAS detector and the event selection are covered by the selection of signal events sim-
ulatedwith Pॵॽ८५७. य़is also holds for the reweighted events. By using the binning given in
(6.1), the predicted event yields in every Higgs boson pT -bin i at detector level can therefore
be predicted for several Wilson coeਖ਼cients with negligible statistical uncertainty.

Indeed, the pseudo-experiments also have to re੘ect the statistical uncertainties that are re-
lated to the observed distributions. For the observed transverse momentrum spectrum of
the Higgs boson, which had to be extracted from an overwhelming amount of events at-
tributed to background processes, this particularly concerns the statistical uncertainty from
the signal+background ੗t. य़ese statistical uncertainties are represented by the uncertain-
ties on the signal yield parameters Nsig given in table 6.2. It is found that they are much
larger than it would be the case for a Poisson-distributed error, for which an uncertainty
of approximately

√

Nsig would be expected. Moreover, considering the estimated signal and
background yields with their respective ੗t uncertainties in the given table, one can infer that
the signal yield uncertainty ∆Nsig is a੖ected by the number of background eventsNback in the
particular bin more than by the actual observed number of signal events Nsig. Consequently,
the absolute uncertainty on the signal yield parameter is considered for the generation of
the pseudo-experiments. य़e statistical uncertainty a॒ributed to the resonant background
events (dominated by VBF) which are subtracted from data is negligible compared to the ੗t
uncertainty and therefore not considered.

In order to re੘ect the ੗t uncertainties ∆Nsig in the pseudo-experiments, a reasonable proba-
bility density function, by which the event yields in each of the seven pHT -bins are distributed,
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8.1. Generation of Pseudo-experiments

has to be assumed. Each pseudo-experiment must be represented by a generated Higgs bo-
son pT distribution which is binned according to (6.1). य़e ੘uctuation of the signal yield in
each bin must be distributed according to the probability density function that is supposed
to describe the ੗t uncertainty. From the ੗t results concerning the background estimation in
collision data, given in table 6.2, it can be seen that the extracted signal yields are for some
bins compatible with the no signal hypothesis within 2σ . Consequently, if one would as-
sume the bin contents to be Gaussian distributed, even negative signal events would have
to be considered. However, negative signal yield parameters are not permi॒ed in the sig-
nal+background ੗t which was discussed in section 6.3 and would therefore not represent a
consistent treatment of the ੗t uncertainties. As a consequence, the extracted signal yields are
assumed to be distributed following a log-normal distribution which ensures positive signal
yield parameters. य़e log-normal distribution is parametrised by two parameters, ∼φ and κ,
and is de੗ned by [90]

f (φ; ∼φ ,κ) = 1
√

2π logκ
exp *.,−

(log(φ/∼φ))2

2(logκ )2
+/-

1
φ
. (8.1)

य़e parameter ∼φ characterises the position of the distribution while κ represents its width.
However, both parameters are not identical to the expectation value µ nor to the variance σ 2

of the distribution, which can be shown to satisfy

µ =
∼
φ · exp

[
1
2

(logκ)2
]
, (8.2)

σ 2
= exp

[
2 log ∼φ + (logκ)2

]
·
(

exp
[(logκ)2]

− 1
)

. (8.3)

Solving these two equations with respect to the parameters ∼φ and κ then gives

∼
φ = µ ·


σ 2

µ2 + 1

−1/2

, (8.4)

κ = exp
log *,

σ 2

µ2 + 1+-


1/2

. (8.5)

In each bin, µ corresponds to the expectation value predicted by the simulated events. For
σ , the uncertainty ∆Nsig on the signal yield extracted from the ੗t to the diphoton mass spec-
tra in data is inserted. In this way, a large number of pseudo-experiments can be generated
imitating the actual experiment. य़e generation of pseudo-experiments assumes that a par-
ticular theoretical hypothesis for the gluon fusion vertex is realised in data. Concerning
this analysis, pseudo-experiments can be generated for each Wilson coeਖ਼cient Ci that was
considered in the reweighting procedure. In the following section, the generation of pseudo-
experiments for the assumption that the SM is realised in data is discussed.
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8.2. Studies with Standard Model Pseudo-experiments

य़e sensitivity of the analysis is tested with 5.0 × 104 pseudo-experiments that are generated
under the hypothesis that the SM is realised in data. Figure 8.1 shows the pT distribution
of an example pseudo-experiment in comparison to the SM prediction from Pॵॽ८५७ with
negligible statistical uncertainty.
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Figure 8.1.: Higgs boson pT spectrum at detector level observed in one exemplary SM pseudo-
experiment and the high precision prediction for the SM hypothesis. Considered are events that
pass all selection criteria applied in this analysis. eࡋ uncertainties indicated for the pseudo-
experiment distribution are the values for ∆Nsig observed for the टt in data and entered the pa-
rameters of the log-normal distribution applied for the generation of the SM pseudo-experiments.
eࡋ pseudo-experiment shown contains a total number of 97 events.

य़e generated SM pseudo-experiments are compared in a binned maximum likelihood (ML)
੗t and in a binned extended maximum likelihood (EML) ੗t to the Higgs boson pT distri-
butions predicted using the (reweighted) simulated H → γγ events. य़e (extended) max-
imum likelihood ੗ts yield estimators Ĉi for the Wilson coeਖ਼cients Ci . Using the pseudo-
experiments generated under the hypothesis that the SM is realised in data, corresponding
to Ci = 0, it is tested whether the likelihood estimators yield average values equal to zero,
meaning 〈Ĉi〉 = 0.

य़e method of maximum likelihood is explained in more detail in the appendix A. Using the
notation chosen in the appendix, the parameter set θ here is represented by the set of Wilson
coeਖ਼cientsCi , while the Higgs transverse momentum pHT is the considered observable x . For
each pHT -bin, the predicted fractional bin content pi (Cj ) is obtained using the prediction of
the (reweighted) simulated gluon fusion signal events.

According to (A.4), for the non-extended likelihood, the theoretical prediction νi for the event
yield in bin i , is normalised to the number of events observed in the considered pseudo-
experiment ntot,

νi (Cj ) = ntot · pi (Cj ) . (8.6)
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8.2. Studies with Standard Model Pseudo-experiments

In the extended binned maximum likelihood ੗t, the theory prediction is normalised to the
theoretically predicted total number of events νtot(Cj ) (see equation (A.5))

νi (Cj , νtot) = νtot(Cj ) · pi (Cj ) . (8.7)

य़e probability density function for the distribution of the event yield ni in every bin i of a
particular pseudo-experiment is given by the log-normal distribution, whichwas assumed for
the generation of the pseudo-experiments (see (8.1)). Using the aforementioned parametri-
sation by the mean µ and the variance σ 2, only the expectation µ depends on the values for
the Wilson coeਖ਼cients Cj since the variance σ 2 is taken from the uncertainties observed in
data, so that

fi (ni ) = fi (ni ; µi = νi (Cj ),σ
2
i ) non-extended ML

fi (ni ) = fi (ni ; µi = νi (Cj , νtot),σ
2
i ) extended ML

(8.8)

with the log-normal function f as de੗ned in (8.1). य़e likelihood functionL (Cj ) for a partic-
ular pseudo-experiment with bin contents n = (n1,n2, . . . ,nN ) is then given as the product
of the individual probability density functions fi for each bin, so that the log-likelihood func-
tions read

logL (n; Cj ) =

N∑

i=1
log fi (ni ; µi = νi (Cj )) (8.9)

logLext(n; Cj ) =

N∑

i=1
log fi (ni ; µi = νi (Cj ,νtot)) (8.10)

which is also derived for the general case in (A.7) and (A.8).

In ੗gures 8.2 and 8.3, the distributions of the non-extended and the extended maximum
likelihood estimators Ĉi for the Wilson coeਖ਼cients from the many pseudo-experiments are
shown. Only a reduced number of Wilson coeਖ਼cients and pseudo-experiments was used
in the ੗t of the operator O1 since no sensitivity to determine the estimator Ĉ1 in a local
maximum of the log-likelihood function was found in the non-extended likelihood ੗t. य़is
can be seen by the fact that most of the pseudo-experiments give ੗t values at the low and
high limit of the consideredC1 parameter range. य़e parameter range would therefore have
to be increased to ੗nd the likelihood estimators in a local maximum of the likelihood function
and not in a boundary maximum.

For the Wilson coeਖ਼cient C1, the sensitivity of the extended likelihood is completely at-
tributed to the predicted and observed total event yield. य़is circumstance was con੗rmed in
a ੗t using only one pT -bin for all events which did not lead to a considerable di੖erence in the
distribution of the extended maximum likelihood estimators for this Wilson coeਖ਼cient.

य़us, it was not considered as reasonable to further increase the C1 coeਖ਼cient range in the
non-extended likelihood ੗t, although most of the estimators were placed at the edges of the
considered parameter range. An increased parameter range would include values that can be
excluded based on the predicted event yield using the extended likelihood ੗t. Furthermore,
for large values ofC1/Λ, the operator term O1O†1 becomes dominant compared to the OSMO†1
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Figure 8.2.: Maximum likelihood estimators for Wilson coeडcients Ci for the admixture of the
coupling operators Oi to the SM predicted cross sections टࡇed to SM pseudo-experiments. N

gives the number of pseudo-experiments. eࡋ bins leࡄ (right) from the 5% (95%) quantiles are
illustrated in red. eࡋ quantiles are illustrated approximatively since they can be placed between
the bin edges while each bin is टlled with one single colour. Fit results represented in the टrst
and last bin in (a) indicate that the maximum likelihood estimator for the respective pseudo-
experiment was found at boundaries of the considered parameter range, indicating that the true
maximum likelihood estimator lies outside this range.

and even the OSMO†SM operator term.

य़e O1O†1 operator term is the dominant term when approximating the top quark loop in-
duced Higgs-gluon coupling in an e੖ective theory. Consequently, it is plausible that no
exclusion limit on the Wilson coeਖ਼cient C1 can be determined by testing the shape of the
Higgs boson pT distribution for the presence of the O1 operator in addition to the SM. य़e
operator O1 is also not further studied using the extended likelihood since this would not
give any deeper insight to the gluon fusion coupling structure than any signal strength mea-
surement.

Tables 8.1 and 8.2 give the mean values of the remaining distributions for Ĉi shown in ੗gures
8.2 and 8.3 together with the root mean square (RMS) and the statistical error on the mean
value, given by RMS/

√
N . Additionally, the average of the 1σ uncertainty of all (extended)

76



8.2. Studies with Standard Model Pseudo-experiments

]-1 [GeVΛ/1EML estimator C
-10 -5 0 5 10

-610×

#p
se

ud
o-

ex
pe

rim
en

ts

0

50

100

150

200

250

300

N = 1000

(a) |OSM |2 + (C1/Λ) OSMO†1 + (C1/Λ)2 |O1 |2
]-3 [GeV3Λ/2EML estimator C

-0.15 -0.1 -0.05 0 0.05 0.1 0.15

-910×

#p
se

ud
o-

ex
pe

rim
en

ts

0

500

1000

1500

2000

2500

3000

3500

N = 50 000

(b) |OSM |2 + (C2/Λ3) OSMO†2 + (C2/Λ3)2 |O2 |2

]-3 [GeV3Λ/3EML estimator C
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

-910×

#p
se

ud
o-

ex
pe

rim
en

ts

0

2000

4000

6000

8000

10000

12000

14000

16000

N = 50 000

(c) |OSM |2 + (C3/Λ3) OSMO†3 + (C3/Λ3)2 |O3 |2
]-3 [GeV3Λ/5EML estimator C

-0.6 -0.4 -0.2 0 0.2 0.4 0.6

-910×

#p
se

ud
o-

ex
pe

rim
en

ts

0

1000

2000

3000

4000

5000

N = 50 000

(d) |OSM |2 + (C5/Λ3) OSMO†5 + (C5/Λ3)2 |O5 |2

Figure 8.3.: Extended maximum likelihood estimators on Wilson coeडcients for the admixture
of the coupling operators Oi to the SM predicted cross sections टࡇed to SM pseudo-experiments.
N gives the number of pseudo-experiments. eࡋ bins leࡄ (right) from the 5% (95%) quantiles are
illustrated in red. eࡋ quantiles are illustrated approximatively since they can be placed between
the bin edges while each bin is टlled with one single colour.

maximum likelihood ੗ts is given. य़is value is for each ੗t evaluated by reading o੖ theWilson
coeਖ਼cientsC1σ

i for which counts logL (C1σ
i ) = logL (Ĉi )−1/2. Details on thismethod (called

graphical method) can be found e.g. in [80]. Two values C1σ
i are obtained in this way, for

each likelihood curve the average di੖erence of those two values to the (extended) maximum
likelihood estimator Ĉi is calculated representing a symmetrised uncertainty. य़e procedure
is illustrated in ੗gure 8.4. य़e tables 8.1 and 8.2 give the mean 〈(∆ logL)1/2〉 of the obtained
distribution.

From tables 8.1 and 8.2, it can be seen that the means of the observed (extended) maximum
likelihood estimator distributions (see ੗gures 8.2 and 8.3) are not compatible to 〈Ĉi〉 = 0
within their statistical uncertainties. For an unbiased estimator, 〈Ĉi〉 = 0 should hold when
investigating SM pseudo-experiments. Moreover, for the limit of an in੗nite number of events
in the experiment, the estimator distributions should follow a Gaussian probability density
function. य़is is obviously not the case for the predicted event yield corresponding to an
integrated luminosity of

∫

L = 20.7 fb−1. In the following, the reasons for the shape and the
bias of the estimator distributions obtained with SM pseudo-experiments are investigated.
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Mean RMS RMS/
√
N 〈(∆ logL)1/2〉

C2/Λ3 −2.0 × 10−12 4.3 × 10−11 1.92 × 10−13 3.1 × 10−11

C3/Λ3 −1.05 × 10−11 1.04 × 10−10 4.65 × 10−13 7.7 × 10−11

C3/Λ3 1.16 × 10−11 1.92 × 10−10 8.58 × 10−13 1.32 × 10−10

Table 8.1.: Mean value, RMS and uncertainty on the mean for the distribution of maximum
likelihood estimators for Ci/Λ

3 in the टt to N = 50000 SM pseudo-experiments. Additionally,
the average uncertainty 〈(∆ logL)1/2〉 evaluated in every likelihood टt, as described in the text,
is given. All values are in units of GeV−3.

Mean RMS RMS/
√
N 〈(∆ logL)1/2〉

C2/Λ3 3.4 × 10−12 3.4 × 10−11 1.53 × 10−13 2.4 × 10−11

C3/Λ3 −4.9 × 10−12 8.1 × 10−11 3.63 × 10−13 6.5 × 10−11

C5/Λ3 2.67 × 10−11 1.53 × 10−10 6.86 × 10−13 1.11 × 10−10

Table 8.2.:Mean value, RMS and uncertainty on the mean for the distribution of extended max-
imum likelihood estimators for Ci/Λ

3 in the टt to N = 50000 SM pseudo-experiments. Addi-
tionally, the average uncertainty 〈(∆ logL)1/2〉 evaluated in every likelihood टt, as described
in the text, is given. All values are in units of GeV−3.

For Gaussian distributed likelihood estimators, the values for the root mean square and
〈(∆ logL)1/2〉 should give comparable values. However, as it can be seen in the given ta-
bles, the root mean square of the estimator distributions is for all ੗॒ed operators larger than
the evaluated averaged uncertainty in each ੗t. य़is observation can be explained by the form
of the example likelihood function shown in ੗gure 8.4b. In some (extended) likelihood ੗ts,
two local maxima are observed. Since the ੗t uncertainty is read o੖ around the largest of all
local maxima (corresponding to minima in the − logL function), as illustrated in ੗gure 8.4b,
the ੗t uncertainty is underestimated using this method. Consequently, the actually observed
root mean square in the distribution of the (extended) maximum likelihood estimators gives
larger values accounting for those double-maxima.

Likelihood curves with two local maxima are observed in many pseudo-experiments and for
all considered Wilson coeਖ਼cientsCi with i ≥ 2. य़ese likelihood curves with the character-
istic of two local maxima are supposed to cause the sub-peaks leॏ and right from the main
peak in the likelihood estimator distributions shown in ੗gures 8.2 and 8.3. य़e reason for this
double-maxima structure of the likelihood functionL (Ci ) is therefore further investigated.

For this purpose, the predicted mean of the Higgs boson pT distribution in the theoretical
predictions is regarded within the considered parameter ranges for Ci . य़e dependence of
the predicted mean transverse momentum of the Higgs boson on the Wilson coeਖ਼cients is
shown in ੗gure 8.5. Note that the mean pT was evaluated from the bin contents and posi-
tions of the binned theoretically predictedpT distributions and is thereforemost likely biased.
However, this bias should not have a considerable in੘uence on the shape of the curves which
is interpreted here. It can be seen that a minimum of the mean transverse momentum of
the Higgs boson is predicted for Wilson coeਖ਼cient values near to the SM value of Ci = 0.
Moreover, it is found that the positions of these local minima approximately match the posi-
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Figure 8.4.: Two exemplary (− log likelihood) curves टࡇing the Wilson coeडcient C2 to SM
pseudo-experiments. A (− logL (C2))-curve with one local minima and a curve with two local
minima are shown to illustrate the procedure evaluating the टt uncertainty.

tions of the most likely (extended) likelihood estimators evaluated in ੗gures 8.2 and 8.3. For
pseudo-experiments with an average transverse momentum 〈pHT 〉 smaller than the minimum
mean transverse momentumwhich is found regarding the curves in ੗gure 8.5, the (extended)
likelihood estimators for all Wilson coeਖ਼cients are supposed to most likely get assigned to
the correspondingly observed position of the local minima in these curves. Furthermore, the
parabolic form of the mean pT dependencies in ੗gure 8.5 has the characteristic that two dif-
ferent Wilson coeਖ਼cientsCi are predicted to lead to the same average transverse momentum
of the Higgs boson. य़is is a possible explanation for the observation of likelihood curves
with two local maxima.

In the extended likelihood, the observed signal yield is considered in the likelihood func-
tion in addition to the shape of the distributions. Figure 8.6 therefore shows the predicted
event yield depending on the Wilson coeਖ਼cients Ci . However, these curves show the same
parabolic form that was observed for the dependencies of the mean Higgs boson pT on the
Wilson coeਖ਼cients. Consequently, the same conclusions concerning the impact on the shape
of the likelihood curves and the distributions of the extended likelihood estimators can be
drawn.

य़e parabolic form of the signal yield depending on the Wilson coeਖ਼cientsCi indicates that
the squared operator terms OiO†i contribute signi੗cantly in the considered parameter range.
Without taking into account these operator terms, the cross section contributions of the op-
erator terms |OSM |2+Ci/Λ

3 OSMO†i depend linearly on the Wilson coeਖ਼cientsCi . य़erefore,
the cross section contribution of those two terms becomes negative for a particular Wilson
coeਖ਼cient Ci ∈ R. य़e squared operator terms force the total cross sections to give positive
values and cause the parabolic dependence of the event yields.

य़e observed dependencies for the predicted mean pHT and the predicted event yield on the
Wilson coeਖ਼cients can cause the double-maxima observed in the likelihood curves and
therefore possibly explain the shape of the distributions for the maximum likelihood esti-
mators. Additionally, it is investigated if the estimators are consistent meaning that they
are asymptotically unbiased. य़e bias found for the predicted event yield corresponding to
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Figure 8.5.: Mean Higgs transverse momentum in binned theoretical prediction depending on
the Wilson coeडcients Ci . eࡋ absolute pHT values are most likely biased due to the binning.

the integrated luminosity of currently available collision data could then be a॒ributed to the
limited statistics of signal events in data.

For this investigation, the expectation value for the number of events in each pseudo-experiment
is increased from the SM predicted value of ∼118 events to 100 000. Tables 8.3 and 8.4 give
the observed mean values of the estimator distributions for increased event yield in every
pseudo-experiment. It can be seen that the observed mean values tend to zero by increasing
the predicted event yield, though at di੖erent rates for the various coupling operators Oi .
For the studies with 100 000 events per pseudo-experiment (see tables 8.3 and 8.4), a ੗ner
binning and adjusted parameter range for the Wilson coeਖ਼cients was used. For a further
increased number of events in each experiment, the estimators for the Wilson coeਖ਼cients
always yield Ĉi = 0 so that a further re੗ned binning in the Wilson coeਖ਼cients would be
necessary for such a study, which was therefore not done here. य़e estimator distributions
for the event yield increased to 100 000 events are shown in the appendix B.5.

As a result, the (extended) maximum likelihood estimators are biased but supposed to be
consistent. Consequently, a strategy was developed to take into account the observed ੗t bias
and to evaluate con੗dence intervals for the Wilson coeਖ਼cients. य़is procedure is described
in the following section.
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Figure 8.6.: Event yield in theoretical prediction depending on the Wilson coeडcients Ci . eࡋ
case Ci = 0 corresponds to the SM prediction of ∼118 events.

8.3. Frequentist Confidence Intervals for Wilson
Coe৤icients

य़e strategy to derive con੗dence intervals for the Wilson coeਖ਼cients uses the Neyman con-
struction [89]. Further details on this method can be found e.g. in [80]. य़e goal of this
analysis with pseudo-experiments using simulated events is therefore the construction of
Neyman con੗dence belts. य़e Neyman con੗dence belts give con੗dence intervals for the
Wilson coeਖ਼cients Ci for each possible outcome of the measurement, which is here repre-
sented by the (extended) maximum likelihood estimator Ĉi . For this procedure, the coverage
probability 1 − α = 90% is speci੗ed. From the con੗dence belts, which are evaluated in this
section, two values C5%

i (Ĉi ) and C95%
i (Ĉi ) can be determined for each possible estimator Ĉi

that satisfy

P (C5%
i ≤ Ci ≤ C95%

i ) = 1 − α =
∫ C95%

i

C5%
i

f (Ĉi ; Ci ) dĈi (8.11)

with the probability distribution of the (extended)maximum likelihood estimators f (Ĉi ; Ci ).
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Average number of events per pseudo-experiment
118 100000

C2/Λ3 −2.00 × 10−12 1.25 × 10−13

C3/Λ3 −1.05 × 10−11 4.52 × 10−13

C5/Λ3 1.16 × 10−11 8.16 × 10−15

Table 8.3.: Mean of maximum likelihood estimators for increased number of events per pseudo-
experiment. For the SM prediction of 118 events, 50000 pseudo-events were generated whereas for
the increased event yield, 5000 pseudo-experiments are used. All values are in units of GeV−3.
eࡋ corresponding estimator distributions are shown in the appendix B.5.

Average number of events per pseudo-experiment
118 100000

C2/Λ3 3.40 × 10−12 3.96 × 10−15

C3/Λ3 −4.93 × 10−12 4.16 × 10−13

C5/Λ3 2.67 × 10−11 5.12 × 10−15

Table 8.4.:Mean of extended maximum likelihood estimators for increased number of events per
pseudo-experiment. For the SM prediction of 118 events, 50000 pseudo-events were generated
whereas for the increased event yield, 5000 pseudo-experiments are used. All values are in units
of GeV−3. eࡋ corresponding estimator distributions are shown in the appendix B.5.

In the previous section, the distributions of the (extended) maximum likelihood estimators
were investigated using SM pseudo-experiments. In ੗gures 8.2 and 8.3, the 5⁵ quantile Ĉi

5%

and the 95⁵ quantile Ĉi
95% of the distributions of the (extended) maximum likelihood esti-

mators evaluated with SM pseudo-experiments were illustrated approximately. य़ese values
are de੗ned by

1 − α/2 =
∫ Ĉi

5%

−∞
f (Ĉi ; Ci ) dĈi

1 − α/2 =
∫ ∞

Ĉi
95%

f (Ĉi ; Ci ) dĈi .

(8.12)

In order to derive the aforementioned con੗dence belts using the Neyman construction [89],
the likelihood ੗ts using SM pseudo-experiments, as described in the previous section, must
be repeated for pseudo-experiments that assume a particular Wilson coeਖ਼cientCi , 0 to be
realised in data.

For each Wilson coeਖ਼cient Ci , pseudo-experiments are generated in a de੗ned step width
for the coeਖ਼cient values. Table 8.5 gives the step widths of Wilson coeਖ਼cient values for
which pseudo-experiments were generated. In addition, the parameter range for eachWilson
coeਖ਼cient Ci and the ੗ner binning of the Wilson coeਖ਼cients for the theoretically predicted
pHT distributions, that are used for the maximum likelihood ੗t, are given in this table. For
each coupling operator, 50000 pseudo-experiments are generated for 47 Wilson coeਖ਼cients
Ci ∈ Q (includingCi = 0) while 180 Wilson coeਖ਼cients are considered in the likelihood ੗t.

82



8.3. Frequentist Conटdence Intervals for Wilson Coeडcients

Range for ±Ci step width in (E)ML ੗t interval for con੗dence belts
[1 × 10−10 GeV−3] [1 × 10−12 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 1.5385 1.70 0.51
C3/Λ3 4.0725 4.50 1.35
C5/Λ3 6.7875 7.50 2.25

Table 8.5.: Parameter ranges and binning for Wilson coeडcients in the likelihood टt and for the
generation of pseudo-experiments.

For each set of generated pseudo-experiments, that assume a particular true coeਖ਼cient Ci ,
the maximum likelihood and the extended maximum likelihood ੗t are performed. From the
obtained distribution of the (extended) maximum likelihood estimators Ĉi , the 5⁵ and 95⁵
quantiles are determined as de੗ned in (8.12). A linear interpolation between the discrete
values ofWilson coeਖ਼cients, that were tested in the likelihood ੗ts, is used for the calculation
of these quantiles. Using this procedure, intervals including 90⁵ of the (extended) maximum
likelihood estimators Ĉi are evaluated for various realisations of Wilson coeਖ਼cients in data
here represented by the pseudo-experiments. य़e union of these intervals for all valuesCi is
known as the Neyman con੗dence belt [80].

Figure 8.7 shows example probability distributions f (Ĉi ; Ci ) of EML estimators for two hy-
pothesised values of the Wilson coeਖ਼cientC2. For both distributions, the 5⁵ and 95⁵ quan-
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Figure 8.7.: EML estimator distribution for two diञerent values of the Wilson coeडcient C2 re-
alised in the N = 50000 pseudo-experiments. eࡋ 5% and 95% quantiles are shown approxima-
tively since all bins are टlled in one colour. eࡋ more precise numerical values for the quantiles
denoted in the plots are given in units of 1 × 10−11 GeV−3.

tiles are again illustrated approximatively (without the linear interpolation). य़e distribution
in ੗gure 8.7b illustrates a problem occurring while applying the aforementioned procedure:
For a hypothesized Wilson coeਖ਼cient of C2 = 5.1 × 10−11 GeV−3, the extended maximum
likelihood estimators additionally peak aroundC2 = −5 × 10−11 GeV−3. य़e same behaviour
can be observed in the non-extended likelihood ੗t and for all consideredWilson coeਖ਼cients.
य़e the second peak at negative values is also supposed to be explained by the dependencies
of the predicted mean pHT and the event yield on the Wilson coeਖ਼cientsCi . य़ese dependen-

83



8. Conटdence Intervals for Wilson Coeडcients

]-3 [GeV3Λ|/
2

EML estimator |C
-0.15 -0.1 -0.05 0 0.05 0.1 0.15

-910×

#p
se

ud
o-

ex
pe

rim
en

ts

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200
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Figure 8.8.: Distribution of absolute values of EML estimators for two diञerent values of the
Wilson coeडcientC2 realised in the N = 50000 pseudo-experiments. eࡋ 5% and 95% quantiles
are shown approximatively since all bins are टlled in one colour. eࡋ more precise numerical
values for the quantiles denoted in the plots are given in units of 1 × 10−11 GeV−3.

cies were shown in ੗gures 8.5 and 8.6, respectively. Considering these curves, it can be seen
that they are not injective and therefore there is an ambiguity of Wilson coeਖ਼cients for a
given value of the mean transverse momentum of the Higgs boson or a given value of the
event yield. य़is ambiguity is supposed to lead to the second peak seen in the probability
density functions of the likelihood estimators. य़is leads to the situation that forCi , 0, the
range between the 5⁵ quantile and the 95⁵ quantile of the estimator distributions f (Ĉi ; Ci )

gets quite large. Moreover, Ĉi = 0 is included in this range although there is a clear minimum
of the estimator distributions at this value, which can be seen in the example in ੗gure 8.7b.

For the further analysis, it was therefore decided to only consider absolute values |Ĉi |. Tech-
nically, the (extended) maximum likelihood ੗ts are still permi॒ed to yield negative estima-
tors, but the quantiles are evaluated using the probability distributions f ( |Ĉi |; Ci ). Figure 8.8
shows the distributions for |Ĉi | using the sameWilson coeਖ਼cients as in ੗gure 8.7. Consider-
ing the distribution f ( |Ĉi |; Ci ) shown in ੗gure 8.8b, it can be seen that it is now possible to
determine a reasonable low exclusion limit on the absolute value of the extended likelihood
estimator Ĉ2 with 90⁵ probability. य़ough, the SM expectation value |Ĉi | = 0 is the leॏ
parameter limit in this procedure.

Due to the discrete binning of possible estimators that can be obtained in the (extended)
maximum likelihood ੗ts, a likelihood estimator |Ĉi | has the intrinsic accuracy of ±(1/2)∆|Ĉi |
with ∆|Ĉi | denoting the step width of coeਖ਼cient values used in the reweighting procedure,
given in the second column of table 8.5. As stated before, a linear interpolation between
the discrete values of the (extended) likelihood estimators Ĉi , more precisely in the range
[|Ĉi | − (1/2)∆|Ĉi | , |Ĉi | + (1/2)∆|Ĉi |], was used to determine the quantiles of the estimator
distributions. य़erefore, if more than 10⁵ of the estimators give |Ĉi | = 0, the linear in-
terpolation starting at −(1/2)∆|Ĉi | gives a negative value for the 5⁵ quantile although the
distribution for |Ĉi | was considered. य़e binning in the Wilson coeਖ਼cients is therefore not
੗ne enough to give a statistical appropriate value for the 5⁵ quantile or the 95⁵ quantile
if more than 5⁵ of the events are in the ੗rst or respectively in the last bin of the consid-
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Figure 8.9.: Neyman conटdence belts at 90% C.L. for Wilson coeडcients evaluated in non-
extended likelihood टt. eࡋ lower curve is determined by the 5% quantiles of the likelihood
estimator distributions, the upper curve by the 95% quantiles (both dark blue). eࡋ black curve
between the quantile curves represents the median of the estimator distributions.

ered parameter range for Ĉi . If this is the case, the quantiles are nevertheless calculated, but
the obtained curves representing the 5⁵ and 95⁵ quantiles are only considered in parameter
ranges excluding this binning problem.

Figures 8.9 and 8.10 show the Neyman con੗dence belts (in the following referred to as gauge
curves) for the estimators |Ĉi | which are evaluated using the non-extended and the extended
maximum likelihood ੗t, respectively. य़e points on the upper curve are determined by the
95⁵ quantiles of the (extended) likelihood estimator distributions, the points on the lower
curve by the 5⁵ quantiles. य़e line between these curves represents the median of the es-
timator distributions. It can be seen that for some |Ĉi | ≈ 0, empty intervals of zero length
are obtained since these estimator values are for all estimator distributions f ( |Ĉi |; Ci ) lower
than the determined 5⁵ quantile. य़ese empty intervals are possible for the Wilson coeਖ਼-
cientsC2 andC5, while for the coeਖ਼cientC3, the 5⁵ quantile curve intersects the horizontal
line at Ĉi = 0 (here corresponding to the x-axis). Empty con੗dence intervals are avoided by
interpreting ੗t values using the Bayesian method, which is described in section 8.4.

य़e gauge curves are interpreted as follows: य़e Wilson coeਖ਼cients Ci are ੗॒ed to the
Higgs boson pT spectrum observed in the data taken with the ALTAS detector. For each
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Figure 8.10.: Neyman conटdence belts at 90% C.L. for Wilson coeडcients evaluated in the ex-
tended likelihood टt. eࡋ lower curve is determined by the 5% quantiles of the extended likelihood
estimator distributions, the upper curve by the 95% quantiles (both dark blue). eࡋ black curve
between the quantile curves represents the median of the estimator distributions.

of the Wilson coeਖ਼cients C2, C3 and C5, a value for the (extended) maximum likelihood
estimator |Ĉi | is obtained. य़is value for |Ĉi | is then evaluated at the y-axis of the gauge
curve. य़e limits of the con੗dence interval for each of the Wilson coeਖ਼cients Ci are then
given by the Wilson coeਖ਼cients for which the gauge curve boundaries intersect y = |Ĉi |.
Consequently, the y-value of the upper gauge curve forC true

i = 0 corresponds to the highest
estimator value that can be obtained in the (extended) likelihood ੗t to data so that the SM
predicted value Ci = 0 is still contained in the evaluated con੗dence interval. य़e coverage
probability of 90⁵ states that 90⁵ of the con੗dence intervals obtained for (hypothetically)
repeated measurements cover the true parameter value Ci .

Additionally, it is possible to give expected con੗dence intervals for the Wilson coeਖ਼cients
Ci assuming that the SM is realised in data. य़ese intervals can be evaluated in the follow-
ing way: य़e median of the estimator distributions (in ੗gures 8.9 and 8.10 illustrated by the
middle curve) is evaluated atC true

i = 0 representing the expected (extended) maximum likeli-
hood estimator Ĉi

SM. य़e expected con੗dence interval limits for the SM realisation are then
determined by evaluating the gauge curve at this estimator Ĉi

SM. य़e expected con੗dence
limits obtained in this way are given in table 8.6.
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8.3. Frequentist Conटdence Intervals for Wilson Coeडcients

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −5.13 5.79 −3.86 4.95
C3/Λ3 −13.51 13.57 −10.37 10.48
C5/Λ3 −21.34 29.62 −16.01 25.29

Table 8.6.: Expected frequentist conटdence intervals assuming the SM to be realised in data. eࡋ
intervals are evaluated from the Neyman conटdence belts in the procedure given in the text.
Results are shown for the non-extended ML टt and the extended ML टt.

य़e evaluation of frequentist con੗dence intervals for the Wilson coeਖ਼cients described in
this section concerned the nominal analysis without considering any uncertainties. In sec-
tion 6.4, two alternative approaches were described concerning the treatment of resonant
background. For the approach using a tightened event selection in order to suppress VBF
Higgs boson production, separate gauge curves are produced considering the modi੗ed se-
lection criteria. य़e gauge curves for this approach are given in section 9.2.2. For the ansatz
to subtract the predicted Higgs boson background events according to the observed inclusive
signal strength, the gauge curves derived in this section can be used to interpret the likeli-
hood ੗t to the modi੗ed Higgs boson pT distribution extracted from data. य़e gauge curves
do not change since the statistical uncertainties a॒ributed to the resonant background events
were neglected in the studies using pseudo-experiments.

य़e treatment of systematic uncertainties to be considered by the con੗dence intervals is
described in the following subsection.

8.3.1. Systematic Uncertainties

य़e systematic uncertainties which are considered in this analysis and their impact on the
Higgs boson transverse momentum are described in chapter 7. In this section, the procedure
to investigate the in੘uence of these systematic uncertainties on the results presented in this
thesis is explained. य़e goal of these studies is to give con੗dence intervals for theWilson co-
eਖ਼cients that consider all investigated systematic variations. In addition, the relative impact
of each individual systematic uncertainty is addressed.

In this procedure, the Neyman con੗dence belts described in section 8.3 are produced for each
systematic variation separately. य़erefore, the theoretical predictions of theHiggs transverse
momentum considered in the (extended) likelihood ੗t are evaluated for each systematic vari-
ation and Wilson coeਖ਼cient Ci . य़e pseudo-experiments, however, are not a੖ected by the
variations within the systematic uncertainties because of two reasons. First, they emulate
themeasurement of the Higgs transversemomentumwith the ATLAS detector and the actual
data is not varied, either. Secondly, the change in the theoretical prediction for the systematic
variation is assessed, for the same observed pT spectrum in data. Note that changing the the-
oretical predictions and the pseudo-experiments at the same time would leave the estimator
distributions roughly unchanged, apart from the slightly di੖erent statistical uncertainties.
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8. Conटdence Intervals for Wilson Coeडcients

In order to assess the in੘uence of systematic uncertainties concerning the prediction of con-
੗dence intervals, the di੖erences seen in the gauge curves produced for each systematic un-
certainty separately are added in quadrature (as described below) in order to obtain one
single gauge curve that incorporates all systematic uncertainties. Moreover, the statistical
uncertainties represented in the nominal gauge curves have to be considered.

य़us, ∆R5%
0j is de੗ned as the distance at curve points j between the curve representing the 5⁵

quantiles and the curve representing the medians, both evaluated using the nominal gauge
curve. ∆R95%

0j is de੗ned accordingly. य़ese distances to the median represent the statistical
spread a॒ributed to the probability density functions of the likelihood estimators.

In addition, ∆R5%
kj

is de੗ned as the distance at point j between the 5⁵ quantile curve for sys-
tematic k and the nominal 5⁵ quantile curve. ∆R95%

kj
is de੗ned accordingly. य़ese distances

represent the impact of the systematic uncertainty k at each point j of the gauge curve. For
some uncertainties, observables were varied upwards and downwards, as for example done
for the photon energy scale, while other uncertainties such as the jet energy resolution could
only be varied in one direction. In order to consider both sources of uncertainty with the
same weight, the absolute di੖erences to the nominal gauge curve boundaries are averaged
for the case of upwards and downwards variations:

∆R5%
kj
=

����∆R5%
kj, up

���� +
����∆R5%

kj, down
����

2 ∆R95%
kj
=

����∆R95%
kj, up

���� +
����∆R95%

kj, down
����

2 (8.13)

Here, ∆R5%
kj, up denotes the distance at point j between the 5⁵ quantile curve for upwards

scaled systematic k and the nominal 5⁵ quantile curve. य़e other quantities are labelled in
the same way, respectively.

A gauge curve incorporating both the statistical spread of the estimators, as well as system-
atic uncertainties, can then be constructed. य़e distances ∆Rj, tot of the systematic quantile
curves to the median of the nominal gauge curve are at each point j are given by

∆R5%
j, tot =

√√√
N∑

k=0

(

∆R5%
kj

)2
∆R95%

j, tot =

√√√
N∑

k=0

(

∆R95%
kj

)2
. (8.14)

Here, N denotes the number of considered sources of systematic uncertainties. य़e indi-
vidual gauge curves are therefore combined such that every systematic uncertainty causes
widened con੗dence intervals.

In this analysis, 11 uncertainties are considered and described in chapter 7. Uncertainties
a॒ributed to the photon energy scale (PES), the photon energy resolution (PER), the photon
reconstruction eਖ਼ciency (PE৑), the jet energy scale (JES), the jet energy resolution (JER) and
the luminosity measurement are considered as experimental uncertainties. Additionally, the
branching ratio (BR) calculation and the e੖ect on the gluon fusion cross section (XS) due to

s Each gauge curve was evaluated using pseudo-experiments that were generated for 47 di੖erent values for
each of the Wilson coeਖ਼cients Ci . य़e corresponding 47 parameter values for each curve with calculated
quantiles are here numbered by the index j
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Figure 8.11.: Neyman conटdence belts at 90% C.L. for Wilson coeडcients including systematic
uncertainties evaluated in non-extended likelihood टt. eࡋ curves including systematic uncer-
tainties are shown in red, the nominal curves are shown in dark blue (quantiles) and black
(median) for comparison.

the QCD scale uncertainty and the αs uncertainty are considered as theoretical uncertainties
as well as varied and ੗xed scales in the reweighting procedure.

Figures 8.11 and 8.12 show the gauge curves representing all considered systematic uncer-
tainties in comparison to the nominal gauge curves. Both the results obtained with the non-
extended maximum likelihood ੗t and the extended maximum likelihood ੗t are shown. Con-
sidering the varied gauge curves, it can be seen that the e੖ect of systematic uncertainties is
small compared to the statistical uncertainty for small Wilson coeਖ਼cients Ci , but increases
for larger values. In general, the extended maximum likelihood estimators are more prone
to systematic uncertainties than the non-extended maximum likelihood estimators. य़is is
particularly the case for the Wilson coeਖ਼cient C3.

य़e expected quantitative impact of the systematic uncertainties on the con੗dence intervals
can be evaluated considering the expected con੗dence levels including systematic uncertain-
ties for the assumption that the SM is realised in data. य़e procedure to evaluate these
con੗dence intervals is the same as described in the previous section for the derivation of
expected frequentist con੗dence intervals without including systematic uncertainties. य़e
gauge curves including systematic uncertainties are therefore evaluated using the median of
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Figure 8.12.: Neyman conटdence belts at 90% C.L. for Wilson coeडcients including systematic
uncertainties evaluated in extended likelihood टt. eࡋ curves including systematic uncertainties
are shown in red, the nominal curves are shown in dark blue (quantiles) and black (median) for
comparison.

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −5.19 5.83 −3.91 5.00
C3/Λ3 −13.75 13.79 −10.62 10.73
C5/Λ3 −21.53 29.79 −16.21 25.45

Table 8.7.: Expected frequentist conटdence intervals including systematic uncertainties for the
assumption that the SM is realised in data. Results are shown for the non-extended ML टt and
the extended ML टt.

the estimator distributions that are obtained for SM pseudo-experiments. य़e corresponding
con੗dence interval limits are given in table 8.7 and can be compared directly to the results
without any uncertainties given in table 8.6. As expected, the intervals are slightly wider
when including systematic uncertainties. य़e increase of approximately 7⁵ for the interval
width is largest for the Wilson coeਖ਼cient C5 using the non-extended likelihood, while it is
only approximately 1⁵ for the same Wilson coeਖ਼cient when using the extended likelihood
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8.3. Frequentist Conटdence Intervals for Wilson Coeडcients

੗t. For the Wilson coeਖ਼cients C2 and C3, the e੖ect ranges from 1⁵ to 2.5⁵.

Additionally to considering the overall uncertainty, the in੘uence of the individual sources
of uncertainties is investigated. In order to give one value as an averaged estimate for each
uncertainty, the fraction αk is de੗ned for each systematic uncertainty k . For each point j on
the curve representing the 5⁵ quantiles, the value αkj , de੗ned as

αkj =
|∆R5⁵

kj
|

√

∑N
k=1

(

∆R5%
kj

)2
, (8.15)

is calculated and then averaged over all points j. It represents the ratio of the systematic e੖ect
k on the gauge curve to the e੖ect of all systematic uncertainties. Only the 5⁵ quantile curve
is evaluated for this study. य़e likelihood estimators |Ĉi | for the ੗t to data are expected to
adopt values for which the con੗dence levels are determined only by the 5⁵ quantile curves
in ੗gures 8.11 and 8.12. Tables 8.8, 8.9 and 8.10 give the values of αk for all considered
uncertainties and for the non-extended likelihood ੗t as well as for the extended likelihood
੗t. In addition, the quantity βk = α2

k
is also given since one ੗nds Σkβk = 1 which can be

interpreted as the fractional contribution of the individual uncertainties.

य़e values given in tables 8.8, 8.9 and 8.10 for the threeWilson coeਖ਼cients which are consid-
ered show that the theoretical uncertainty of using a ੗xed scale µ = mH in the reweighting
instead of the nominal choice µ = (m2

H+p
2
T )

(1/2) has by far the largest impact on the results for
all operators and ੗t modes. Yield uncertainties have by construction no observable in੘uence
on the results obtained in the non-extended likelihood ੗t. य़e jet energy scale has the largest
in੘uence of all experimental uncertainties in the non-extended likelihood ੗t. य़e in੘uence
is smaller for the extended likelihood ੗t. य़is observation can be explained considering that
the in੘uence of this uncertainty on the shape and the signal yield can have cancelling e੖ects
on the extended likelihood estimators. In the appendix B.6, the gauge curves are shown as
examples for the ੗xed mass scale uncertainty, the jet energy scale uncertainty and the un-
certainty on the gluon fusion cross section a॒ributed to the QCD scale, which is the largest
yield uncertainty. Note that these gauge curves represent 1σ variations so that no error
propagation is contained in these ੗gures².

य़e results of likelihood ੗ts to the data taken with the ATLAS detector are described in the
following chapter. य़ese likelihood ੗ts are performed only with the nominal theoretical
predictions. य़e obtained (extended) maximum likelihood estimators are then applied to
derive con੗dence intervals using the nominal gauge curves and the gauge curves including
all systematic uncertainties, respectively.

² य़is means that these curves represent the gauge curves initially obtained for the applied 1σ variation of
the corresponding uncertainty. य़e curves shown in the appendix therefore need to be combined in the
above described procedure with the gauge curves that do not include any systematic uncertainties in order
to properly estimate the statistical uncertainties and the in੘uence of the respective systematic uncertainty.
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non-extended likelihood extended likelihood
Systematic α [%] β [%] α [%] β [%]
PES 12.83 1.65 12.67 1.61
PER 1.14 0.01 0.47 0.00
PE੖ 0 0 19.56 3.82
JES 21.97 4.83 19.50 3.80
JER 2.97 0.09 2.34 0.05
luminosity 0 0 14.28 2.04
BR 0 0 19.31 3.73
ggF XS QCD scale 0 0 29.22 8.54
ggf XS αs 0 0 27.87 7.77
varied mass scale 30.52 9.32 11.09 1.23
੗xed mass scale 91.71 84.11 82.10 67.41

Table 8.8.: Inठuence of individual systematics on conटdence intervals for Wilson coeडcient C2.
eࡋ quantities α and β are deटned in the text.

non-extended likelihood extended likelihood
Systematic α [%] β [%] α [%] β [%]
PES 4.66 0.22 0.29 0.00
PER 5.58 0.31 0.26 0.00
PE੖ 0 0 22.86 5.22
JES 49.44 24.44 2.17 0.05
JER 5.76 0.33 0.30 0.00
luminosity 0 0 16.31 2.66
BR 0 0 22.57 5.09
ggF XS QCD scale 0 0 36.89 13.61
ggf XS αs 0 0 34.00 11.56
varied mass scale 8.14 0.66 4.94 0.24
੗xed mass scale 86.04 74.04 78.46 61.56

Table 8.9.: Inठuence of individual systematics on conटdence intervals for Wilson coeडcient C3.
eࡋ quantities α and β are deटned in the text.

non-extended likelihood extended likelihood
Systematic α [%] β [%] α [%] β [%]
PES 11.09 1.23 10.63 1.13
PER 0.75 0.01 0.60 0.00
PE੖ 0 0 20.38 4.15
JES 21.17 4.48 11.33 1.28
JER 3.41 0.12 0.78 0.01
luminosity 0 0 14.46 2.09
BR 0 0 20.08 4.03
ggF XS QCD scale 0 0 31.08 9.66
ggf XS αs 0 0 29.94 8.96
varied mass scale 4.12 0.17 4.64 0.22
੗xed mass scale 96.95 94.00 82.74 68.46

Table 8.10.: Inठuence of individual systematics on conटdence intervals for Wilson coeडcientC5.
eࡋ quantities α and β are deटned in the text.
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8.4. Bayesian Confidence Intervals for Wilson
coe৤icients

य़eNeyman con੗dence belts described in the previous section are derived using a frequentist
statistical approach. For each likelihood estimator Ĉi that could be observed in a likelihood
੗t to the data taken with the ATLAS detector, a con੗dence interval is given stating that the
true Wilson coeਖ਼cient is covered by this interval to a given coverage probability, in this
analysis 90⁵. य़ese predictions were derived by simulating the actual measurement many
times for di੖erent parameter hypotheses. However, in this approach it can happen that for
particular observations in data an empty con੗dence interval is derived.

Using the Bayesian statistical method, this situation is avoided. य़e con੗dence interval is de-
rived from the likelihood function obtained for the (extended) maximum likelihood ੗t to the
Higgs transverse momentum distribution extracted from data. Consequently, no probability
density function for the estimators has to be evaluated.

Using the Bayes۝ theorem [91], the probability for a particular Wilson coeਖ਼cient Ci given
the data x is calculated according to

P (Ci |x ) =
L (Ci ;x )π (Ci )

∫

L (C′i ;x )π (C′i ) dC′i
. (8.16)

Here, L (Ci ;x ) denotes the likelihood function and the quantity π (Ci ) is the prior probability
for the corresponding Wilson coeਖ਼cient Ci . In this analysis, the same prior probability is
assumed for all Wilson coeਖ਼cients Ci , therefore

π (Ci ) = const. (8.17)

य़e probability P (Ci |x ) then equals the normalised likelihood function that is obtained in
the ੗t to the data taken with the ATLAS detector:

P (Ci |x ) =
L (Ci ;x )

∫

L (C′i ;x ) dC′i
. (8.18)

According to the coverage probability of 90% applied in the Neyman con੗dence belts, for
each operator Oi , a parameter range I for the Wilson coeਖ਼cientsCi with P (Ci ∈ I |x ) = 90%
can be given by evaluating the 5⁵ and 95⁵ quantiles of the respective normalised binned
likelihood distribution. य़e quantiles C5%

i and C95%
i are de੗ned by

5% =
∫ C5%

i

−∞
P (Ci |x ) dCi

95% =
∫ ∞

C95%
i

P (Ci |x ) dCi

(8.19)

Again, a linear interpolation is applied between the discrete Wilson coeਖ਼cient values to
determine the quantiles.
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8. Conटdence Intervals for Wilson Coeडcients

य़e procedure to evaluate the Bayesian con੗dence intervals is illustrated in ੗gure 8.13. It
shows the normalised likelihood functions used to evaluate the Bayesian limits for the same
example pseudo-experiments as in ੗gure 8.4.
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Figure 8.13.: Normalised likelihood functions illustrating Bayesian limits. eࡋ same likelihood
टts of the C2 Wilson coeडcient to SM pseudo-experiments as in टgure 8.4 are shown. eࡋ
Bayesian exclusion limits (coloured red) determined by the 5% and 95% quantiles are illustrated
approximatively (without linear interpolation).

Additionally, this parameter range can also be evaluated for each of the generated pseudo-
experiments. Table 8.11 gives the average limits evaluated with the SM pseudo-experiments.
य़ese values can be interpreted as the expected Bayesian exclusion limits for the assumption

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −5.23 5.53 −3.59 4.86
C3/Λ3 −13.20 13.20 −10.39 10.47
C5/Λ3 −20.01 28.06 −14.32 24.24

Table 8.11.: Expected Bayesian conटdence intervals evaluated with SM pseudo-experiments. Re-
sults are shown for the non-extended ML टt and the extended ML टt. For each of the 5 × 104 SM
pseudo-experiments, the Bayesian limits using the (extended) likelihood function were evaluated
and then averaged.

that the SM is realised in data.

Comparing these values to the respective results using frequentist con੗dence intervals, given
in table 8.6, it can be seen that the di੖erences are small. However, it has to be reminded
that the Bayesian results given in the following chapter do not depend on any studies with
pseudo-experiments, while the frequentist results use the results given in ੗gures 8.9 and 8.10
to interpret the likelihood estimator obtained with data.
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9. Results

य़e con੗dence belts evaluated in the previous section are evaluated in this chapter to give
con੗dence intervals on the Wilson coeਖ਼cients. In the analysis presented in this thesis, the
Wilson coeਖ਼cientsCi adjust the presence of the coupling operators Oi in addition to the SM
operator. A non-extended maximum likelihood ੗t and an extended maximum likelihood ੗t
are performed for each Wilson coeਖ਼cient individually while the other coeਖ਼cients are set to
zero. In these likelihood ੗ts, the reconstructed transverse momentum of the Higgs boson
is analysed. य़e event selection used for this analysis is described in chapter 5. य़e main
selection requirements are two reconstructed and isolated photons, at least one reconstructed
jet with pT ≥ 30 GeV and a minimum transverse momentum of the reconstructed Higgs
boson candidate of 30 GeV.

In the previous chapter, frequentist con੗dence belts for the Wilson coeਖ਼cients Ci depend-
ing on the likelihood estimators |Ĉi | were determined. In this chapter, the results of the
(extended) likelihood ੗t to the distribution of the Higgs boson pT observed in collision data
are presented. य़is (extended) likelihood ੗t uses the same likelihood function as described
in section 8.2. य़e results of this ੗ts are then used to give con੗dence intervals for theWilson
coeਖ਼cients using the derived Neyman con੗dence belts (see section 8.3).

Additionally, the likelihood ੗t results obtained with data are interpreted using the Bayes۝
theorem. In the interpretation using the Bayesian method, the e੖ects of systematic un-
certainties are omi॒ed. य़ese results are determined only by the shape of the likelihood
functions obtained in the likelihood ੗ts to data.

य़e Higgs boson pT distribution in gluon fusion signal events was extracted from data by es-
timating and subtracting resonant and non-resonant background contributions, as described
in chapter 6. य़e pHT distribution which is then observed in data is shown in ੗gure 6.5. य़is
distribution is ੗॒ed to obtain the (extended) maximum likelihood estimators for the Wilson
coeਖ਼cients Ci . य़e theoretically predicted pT distributions depending on the Wilson coeਖ਼-
cients Ci are obtained by reweighting the Pॵॽ८५७ sample with generated SM gluon fusion
H → γγ events, as described in section 4.3. य़e same event selection criteria as applied to
data are used for the simulated events. य़e Higgs boson pT distributions are predicted for
discrete Wilson coeਖ਼cients, the step widths used for the coeਖ਼cientsC2,C3 andC5 are given
in the second column of table 8.5. य़ese predicted Higgs boson pT distributions are used to
evaluate the estimators for the Wilson coeਖ਼cients in a binned maximum likelihood ੗t to the
distribution observed in data.

य़is section concentrates on the results without the consideration of systematic uncertain-
ties. Results are given both for the frequentist statistical method and for the Bayesian sta-
tistical method. य़e results for the frequentist con੗dence intervals including systematic
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Figure 9.1.: Normalised likelihood functions observed in टt of the Wilson coeडcient C2 to data.
eࡋ approximate 5% and 95% quantile boundaries of the distribution are illustrated in red. eࡋ
estimators are given in units of GeV−3
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Ĉ3 = 0

(a) Non-extended likelihood

]-3 [GeV3Λ/3C
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2

-910×

a.
u.

0

0.005

0.01

0.015

0.02
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Figure 9.2.: Normalised likelihood functions observed in टt of the Wilson coeडcient C3 to data.
eࡋ approximate 5% and 95% quantile boundaries of the distribution are illustrated in red. eࡋ
estimators are given in units of GeV−3.

uncertainties and results for alternative analysis strategies are discussed in the following
sections.

य़e normalised likelihood functions obtained when ੗॒ing the Wilson coeਖ਼cientsCi to data
are shown in ੗gures 9.1, 9.2 and 9.3. In these three ੗gures, the functions shown on the leॏ-
hand side are obtained in the non-extended likelihood ੗t. य़e functions on the right-hand
side give the extended likelihood functions, respectively. Note that the scaling of the x-axis is
di੖erent in each of these ੗gures. य़e best ੗t values Ĉi are represented by the maxima of each
of these curves. More than one local maxima can be observed for the likelihood functions
of the extended likelihood ੗ts. य़e extended maximum likelihood estimators are therefore
given by the positions of the highest maxima.

य़e best estimators Ĉi for the Wilson coeਖ਼cients obtained in the non-extended maximum
likelihood ੗t and in the extended maximum likelihood ੗t to data are given in tables 9.1 and
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Figure 9.3.: Normalised likelihood functions observed in टt of the Wilson coeडcient C5 to data.
eࡋ approximate 5% and 95% quantile boundaries of the distribution are illustrated in red. eࡋ
estimators are given in units of GeV−3

ML estimator Ĉi low limit high limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 0.51 −2.96 3.77
C3/Λ3 0.00 −7.50 7.53
C5/Λ3 5.25 −14.12 22.90

Table 9.1.: Non-extended maximum likelihood estimators and corresponding frequentist conट-
dence interval limits at 90% C.L. for the observed data and without systematic uncertainties.

9.2, respectively. य़e likelihood estimators have an intrinsic accuracy determined by the
step width used in the ੗t (see table 8.5). य़e absolute values |Ĉi | are used to determine the
frequentist con੗dence intervals using the Neyman con੗dence belts discussed in section 8.3.
य़eywere constructed for eachWilson coeਖ਼cient and ੗tmode (see ੗gures 8.9 (non-extended
likelihood) and 8.10 (extended likelihood)). य़e limits of the frequentist con੗dence intervals
are determined by the points of intersection between a horizontal line with y = |Ĉi | and the
curve representing the 5⁵ quantiles. For all observed estimators |Ĉi |, the applied horizontal
line does not intersect the curve representing the 95⁵ quantiles so that the SM value Ci = 0
is always covered by the con੗dence intervals. य़e determination of the con੗dence intervals
based on the estimator |Ĉi | and the Neyman con੗dence belts is illustrated in ੗gures 9.4,
9.5 and 9.6. य़e intersection points are determined using a linear interpolation between
the points for which the gauge curves were calculated. य़e con੗dence intervals which are
obtained following this procedure for all Wilson coeਖ਼cients Ci and for both likelihood ੗t
modes are also given in tables 9.1 and 9.2. य़ese con੗dence intervals consider only statistic
uncertainties while con੗dence intervals additionally including systematic uncertainties are
given in the following section.

Comparing the results for the non-extended likelihood and the extended likelihood, it can be
seen that the estimators of the non-extended likelihood give values which are nearer to the
SM predicted value Ci = 0. Moreover, the frequentist con੗dence intervals are smaller using
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ2 | =
0.51 × 10−11 GeV−3, the conटdence interval is
C2 ∈ [−2.96, 3.77] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ2 | = 3.23 × 10−11 GeV−3,
the conटdence interval is C2 ∈ [−4.74, 5.75] ×
10−11GeV−3.

Figure 9.4.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C2.

EML estimator Ĉi low limit high limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −3.23 −4.74 5.75
C3/Λ3 −8.55 −13.03 13.14
C5/Λ3 −12.00 −18.64 27.90

Table 9.2.: Extended maximum likelihood estimators and corresponding frequentist conटdence
interval limits at 90% C.L. for the observed data and without systematic uncertainties.

the non-extended likelihood. य़e maxima for the extended likelihood functions are found
at negative Wilson coeਖ਼cients. य़is is consistent with the signal strength µsig = 2.0 ± 0.6
that was observed in data for the event selection applied in this analysis (see equation (6.6)).
य़e dependence of the predicted event yield on the Wilson coeਖ਼cients, which is shown in
੗gure 8.6, show that the negative Wilson coeਖ਼cients obtained as estimators in the extended
likelihood ੗t predict larger production cross sections.

Additionally, the observed con੗dence intervals given in tables 9.1 and 9.2 can be compared to
the con੗dence intervals that are expected for the hypothesis that the SM is realised in data.
य़ese intervals are given in table 8.6. य़e con੗dence intervals observed in the non-extended
likelihood are for all Wilson coeਖ਼cients slightly smaller than expected for the SM realisa-
tion in data. For the extended maximum likelihood ੗t, the observed con੗dence intervals
are larger than expected for the SM hypothesis. However, the di੖erences between the ob-
served con੗dence intervals and the expected intervals for the SM hypothesis are most likely
a॒ributed to statistical ੘uctuations and do not alter the fact that the observed con੗dence
intervals are all consistent with the SM prediction.

य़e frequentist con੗dence intervals in tables 9.1 and 9.2 are given for the parametersCi/Λ
3,

which were for simplicity also denoted as Ci . य़ey are therefore given in units of GeV−3.
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ3 | =
0.0 × 10−11 GeV−3, the conटdence interval is
C3 ∈ [−7.50, 7.53] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ3 | = 8.55 × 10−11 GeV−3,
the conटdence interval is C2 ∈ [−13.03, 13.14] ×
10−11GeV−3.

Figure 9.5.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C3.

Wilson coeਖ਼cient Λ =mt Λ = 1000 GeV
low limit high limit low limit high limit

C2 −1.51 × 10−4 1.92 × 10−4 −2.96 × 10−2 3.77 × 10−2

C3 −3.82 × 10−4 3.83 × 10−4 −7.50 × 10−2 7.53 × 10−2

C5 −7.18 × 10−4 1.17 × 10−3 −1.41 × 10−1 2.29 × 10−1

Table 9.3.:Numerical values for conटdence levels of dimensionlessWilson coeडcients forΛ =mt

and Λ = 1 TeV. eࡋ results are calculated for the values ofCi/Λ
3 obtained in the non-extended

likelihood टt.

य़e paramter Λ represents the scale of possible new physics that might be observable by the
point-like coupling operatorsOi . Consequently, a numerical illustration of the dimensionless
Wilson coeਖ਼cients Ci can be given for any hypothesis of Λ. In order to give some values as
examples, numerical representations of the con੗dence intervals for the Wilson coeਖ਼cients
are reported in table 9.3 for Λ = mt ∼ 172 GeV and for Λ = 1000 GeV. य़e values in this
table refer to the results for the non-extended maximum likelihood ੗t.

य़e values obtained for Λ =mt are of the same order of magnitude as theWilson coeਖ਼cients
that match the e੖ective theory to the SM.य़eywere given in section 2.4 (see equation (2.56)).
However, the exact numerical values are not comparable since in this analysis, an admixture
of the point-like coupling operators to the SM operator is investigated, so that the SM expec-
tation value is Ci = 0 for all Wilson coeਖ਼cients. य़e interpretation of the numerical values
for Λ = 1 TeV would require a particular theoretical prediction on the magnitude of these
coeਖ਼cients in a speci੗c model.

Con੗dence intervals are additionally evaluated using the Bayesian method without the in-
corporation of systematic uncertainties. य़e Bayesian con੗dence intervals at 90⁵ C.L. are
speci੗ed by the 5⁵ quantiles and the 95⁵ quantiles of the corresponding normalised like-
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ5 | =
5.25 × 10−11 GeV−3, the conटdence interval is
C2 ∈ [−14.12, 22.90] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ5 | = 12.0 × 10−11 GeV−3,
the conटdence interval is C5 ∈ [−18.64, 27.90] ×
10−11GeV−3.

Figure 9.6.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C5.

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −1.45 2.38 −4.62 4.78
C3/Λ3 −4.66 4.69 −11.78 11.77
C5/Λ3 −4.07 13.64 −17.72 25.65

Table 9.4.: Bayesian conटdence intervals extracted from data. Results are shown for the non-
extended ML टt and the extended ML टt.

lihood functions observed in the likelihood ੗ts to data. य़ey are illustrated in ੗gures 9.1,
9.2 and 9.3. For the calculation of numerical values, again a linear interpolation is applied
between the discrete Wilson coeਖ਼cients considered in the likelihood ੗t. य़e Bayesian con-
੗dence intervals observed in the likelihood ੗ts of the Wilson coeਖ਼cients to data are given
in table 9.4.

य़e Bayesian con੗dence limits are smaller when using the non-extended likelihood. य़is is
clearly caused by the double-maxima seen in the likelihood functions when performing the
extended likelihood ੗t to data.

Furthermore, the Bayesian con੗dence limits can be compared to the frequentist con੗dence
intervals, both including only statistical uncertainties. य़e Bayesian limits using the non-
extended likelihood are smaller then the corresponding frequentist intervals. य़e likelihood
functions observed in the non-extended likelihood ੗ts to data show for allWilson coeਖ਼cients
only one local maxima. In the studies using pseudo-experiments, double-maxima were ob-
served in some cases also in the non-extended likelihood ੗ts and are therefore considered in
the Neyman con੗dence belts. य़e Bayesian limits are therefore smaller because they only
consider the one single likelihood ੗t to data.
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9.1. Results Including Systematic Uncertainties

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −2.97 3.78 −4.84 5.83
C3/Λ3 −7.50 7.53 −13.69 13.82
C5/Λ3 −14.17 22.94 −18.97 28.15

Table 9.5.: Frequentist conटdence intervals including an estimation of systematic uncertainties.
eࡋ intervals are obtained by evaluating the gauge curves including systematic uncertainties
using the nominal likelihood टt results in data. Results are shown for the non-extended ML टt
and the extended ML टt.

9.1. Results Including Systematic Uncertainties

Systematic uncertainties on experimental observables and uncertainties on theoretical pre-
dictions have an in੘uence on the results given in this thesis. य़e in੘uence of several ex-
perimental and theoretical uncertainties on the frequentist con੗dence intervals is therefore
investigated. य़e systematic uncertainties considered in this analysis are explained in chap-
ter 7. In section 8.3.1, Neyman con੗dence belts including systematic uncertainties were
constructed. य़e procedure for the inclusion of systematic uncertainties in the con੗dence
belts is also explained in the referred section. Figures 8.11 and 8.12 show the gauge curves
including systematics for the non-extended likelihood ੗t and the extended likelihood ੗t,
respectively. य़ese gauge curves were constructed such that each considered systematic
uncertainty causes wider con੗dence intervals.

य़e (extended) maximum likelihood ੗ts to data are only performed using the nominal theo-
retical Higgs boson pT distributions. य़e corresponding results for the (extended) likelihood
estimators |Ĉi | were given in the previous section. य़e systematic gauge curves are therefore
evaluated using these estimators |Ĉi |. य़e likelihood ੗t is therefore not repeated for every
systematic uncertainty and the corresponding varied theoretical predictions. य़e in੘uence
of systematic uncertainties is assessed in the construction of the corresponding gauge curve
including systematic uncertainties. In these studies, the likelihood ੗ts using varied theoret-
ical predictions were already performed using simulated events. An additional separate ੗t
for each source of uncertainty to the Higgs boson pT distribution observed in collision data
would yield various di੖erent estimators for the Wilson Coeਖ਼cients and it is unclear how
they would have to be combined.

य़e con੗dence intervals obtained by evaluating the gauge curves including systematic un-
certainties shown in ੗gures 8.11 and 8.12 are given in table 9.5. य़ey can be compared to the
nominal results given in tables 9.1 and 9.2. It is found that the in੘uence of systematic uncer-
tainties is negligible for the non-extended likelihood. य़e width of the con੗dence intervals
for the non-extended likelihood increases only by less than 0.3⁵ for all Wilson coeਖ਼cients.
Using the extended maximum likelihood ੗t, the in੘uence of systematics is small but no-
ticeable. य़is is in particular the case for the Wilson coeਖ਼cient C3, for which the width of
the con੗dence interval increases by approximately 5.1⁵ because of systematic uncertainties.
For the coeਖ਼cients C2 and C5, the e੖ect is approximatively 1.8⁵ and 1.2⁵, respectively. य़e
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9. Results

larger in੘uence of systematic uncertainties using the extended maximum likelihood com-
pared to the in੘uence on the results using the non-extended likelihood is supposed to be
explained by the additional consideration of signal yield uncertainties.

Consequently, the results presented in this thesis are mainly dominated by statistical un-
certainties. Datasets with higher statistics therefore represent the most promising option to
further reduce the range of the con੗dence intervals for the Wilson coeਖ਼cients. य़ey will
(hopefully) become available in the upcoming run 2 of the LHC physics programme.

य़e statistical uncertainties in this analysis are mostly a॒ributed to the non-resonant back-
ground contribution. य़e signal yield was extracted by ੗॒ing the diphoton mass spectra for
events categorised in pHT -bins. य़is procedure requires to have a suਖ਼cient amount of signal
events in each pHT -bin, so that the number of bins is very limited. In this analysis, the Higgs
transverse momentum spectrum was extracted from data in a histogram of 7 bins. य़e rela-
tive statistical uncertainty on the event yield per bin is nevertheless of the order 40%− 80%.
य़is ੗t uncertainty is therefore for the 2012 data set much larger than the Poisson ੘uctuation
of the signal yield.

9.2. Results for Alternative Analysis Strategies

Two alternative analysis strategies were introduced in sections 5.5.2 and 6.4 concerning the
estimation of resonant background. In the nominal analysis, the resonant background is
estimated using simulated events. य़e yield of resonant background events from VBF, VH
and ॒H Higgs boson production processes is subtracted from the H → γγ events observed
in data according to the SM predicted cross sections.

Since the inclusive (only applying the diphoton selection criteria) signal strength observed
for H → γγ events in data is µ = 1.6, an alternative analysis approach is tested. In this
approach, the resonant background yield predicted in the SM is scaled by the observed µ.

Furthermore, it was investigated if the resonant background contribution from VBF Higgs
boson production can be reduced by exploiting the characteristic kinematics of VBF events.
य़erefore, a tightened event selection was developed. य़e remaining resonant background
events are then subtracted according to the SM predictions of simulated events.

य़e following two subsections give the con੗dence intervals derived in the likelihood ੗ts
of the Wilson coeਖ਼cients to data using these alternative analysis approaches. य़e results
presented for the alternative analysis strategies do not include the in੘uence of systematic
uncertainties.

9.2.1. Equally Distributed Signal Strength

In this analysis approach, the resonant background is subtracted from theH → γγ events ob-
served in data according to the observed signal strength of µ = 1.6. य़is approach therefore
assumes that the observed increased signal strength is evenly distributed over the di੖erent
Higgs boson production processes.

102



9.2. Results for Alternative Analysis Strategies

]-3 [GeV3Λ/2C
-40 -20 0 20 40

-1210×

a.
u.

0

0.02

0.04

0.06 Ĉ2 =
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Figure 9.7.:Normalised likelihood functions observed in टt of theWilson coeडcientC2 to data for
the resonant background estimation normalised according to observed inclusive signal strength.
eࡋ approximate 5% and 95% quantile boundaries of the distribution are illustrated in red. eࡋ
estimators are given in units of GeV−3

Since the resonant background is subtracted from data, the Neyman con੗dence belts based
on studies with simulated gluon fusion events, are not a੖ected. य़e contribution to the
statistical uncertainty from the subtraction of the non-resonant background is negligible
compared to the uncertainty on the signal yield which was extracted from data using a sig-
nal+background ੗t of themγγ spectra inpHT -bins. य़is negligible contribution of the resonant
background to the statistical uncertainty was therefore not considered in the studies using
pseudo-experiments. Consequently, the Neyman con੗dence belts derived in section 8.3 are
also valid for this analysis approach. However, the likelihood ੗ts to data are repeated using
the modi੗ed Higgs boson pT distribution extracted from data.

य़e likelihood functions that are observed in the non-extended maximum likelihood ੗t and
the extended maximum likelihood ੗t for the modi੗ed background estimation are shown in
੗gures 9.7, 9.7 and 9.9. It is observed that the estimators obtained in the non-extended like-
lihood stay the same for all Wilson coeਖ਼cientsCi with respect to the nominal analysis. य़is
was a priori not expected since the pT distribution of the Higgs boson depends on the pro-
duction process. A di੖erent normalisation of the subtracted resonant background therefore
has an in੘uence on the Higgs boson pT distribution extracted from data. However, since
the estimators are observed to be unchanged, the con੗dence intervals for the non-extended
likelihood (see table 9.1) do not change, either.

य़e extendedmaximum likelihood estimators and the corresponding con੗dence intervals are
given in table 9.6. Compared to the results obtained using the nominal analysis strategy, the
extended likelihood estimators Ĉi yield values nearer to Ĉi = 0. य़e con੗dence intervals are
therefore also smaller by about 22⁵. य़is di੖erence is explained by the decreased number
of events in the data distribution used in the extended likelihood ੗t. In this analysis ap-
proach, more events are considered as resonant background events and therefore subtracted.
य़e smaller absolute values of the extended likelihood estimators are then a॒ributed to the
dependence of the predicted event yield on the Wilson coeਖ਼cients (see ੗gure 8.6).

य़e Bayesian limits obtained for this alternative analysis approach are given in table 9.7.
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Ĉ3 =
−4.5 × 10−11

(b) Extended likelihood

Figure 9.8.: Normalised likelihood functions observed in टt of the Wilson coeडcient C3 to
data for the resonant background estimation normalised according to observed inclusive sig-
nal strength.ࡋe approximate 5% and 95% quantile boundaries of the distribution are illustrated
in red. eࡋ estimators are given in units of GeV−3

EML estimator Ĉi low limit high limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −1.87 −3.58 4.68
C3/Λ3 −4.50 −10.11 10.21
C5/Λ3 −6.00 −13.61 22.98

Table 9.6.: Extended maximum likelihood estimators and corresponding frequentist conटdence
interval limits at 90% C.L. eࡋ reported results are obtained applying the resonant background
estimation according to the observed inclusive signal strength

य़ough the ML estimators stayed the same compared to the nominal analysis, the Bayesian
con੗dence intervals determined by the shape of the likelihood function are slightly di੖erent
(see table 9.4 for comparison). य़is shows that though the maximum of the likelihood curves
for the non-extended likelihood did not change, the shape of the curves is di੖erent compared
to the nominal analysis. य़e Bayesian limits using the extended maximum likelihood are
smaller compared to the nominal analysis for the same reasons that were given concerning
the frequentist con੗dence intervals.

9.2.2. Tightened Selection Criteria Suppressing VBF

In section 5.5.2, a tightened event selection was developed. य़e additional cuts are capable
to suppress the resonant background contribution from VBF Higgs boson production. य़e
optimised cuts reject events that satisfy mjj > 670 GeV and |∆ηjj | > 3.5 and Njet ≥ 2.
However, these additional selection criteria were not included in the nominal analysis since
the predicted remaining resonant background is still considerable (see table 6.4) and has to be
subtracted. Moreover, the additional cuts might increase the in੘uence of jet uncertainties.
य़is is not further studied since the results including the tightened selection criteria are
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Figure 9.9.:Normalised likelihood functions observed in टt of theWilson coeडcientC5 to data for
the resonant background estimation normalised according to observed inclusive signal strength.
eࡋ approximate 5% and 95% quantile boundaries of the distribution are illustrated in red. eࡋ
estimators are given in units of GeV−3

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −1.12 2.08 −3.54 3.95
C3/Λ3 −3.89 3.93 −9.26 9.27
C5/Λ3 −2.57 12.20 −13.04 21.41

Table 9.7.: Bayesian conटdence intervals observed with data. Results are shown for the non-
extended ML टt and the extended ML टt. eࡋ reported results are obtained applying the resonant
background estimation according to the observed inclusive signal strength.

only given in addition to the nominal results and without an investigation of systematic
uncertainties.

य़e results obtained when including the VBF suppressing selection criteria are given in this
section. In order to account for the tightened event selection, separate Neyman con੗dence
belts had to be evaluated for this analysis approach. य़e Higgs boson pT distribution ex-
tracted from data and the predicted pT distributions for various Wilson coeਖ਼cients are mod-
i੗ed according to the additional selection criteria. य़e SM predicted event yields applying
the modi੗ed event selection to simulated gluon fusion events are given in table 6.4.

य़e likelihood functions observed in the (extended) maximum likelihood ੗t to data using
the modi੗ed event selection are shown in ੗gures 9.10, 9.11 and 9.11. य़e non-extended like-
lihood estimators give the same values as obtained using the nominal event selection. य़e
frequentist con੗dence levels for the non-extended likelihood ੗t can nevertheless change
since the con੗dence intervals are determined using the modi੗ed gauge curves. य़e gauge
curves for the tightened event selection are shown together with the illustration of the cor-
responding con੗dence intervals in ੗gures 9.13, 9.14 and 9.15.

From the values given in table 9.8, it can be seen that the VBF suppressing event selec-
tion leads to slightly smaller con੗dence intervals when using the non-extended likelihood.
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9. Results

ML estimator Ĉi low limit high limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 0.51 −2.85 3.70
C3/Λ3 0.00 −7.15 7.20
C5/Λ3 5.25 −13.82 22.59

Table 9.8.: Non-extended maximum likelihood estimators and corresponding frequentist conट-
dence interval limits at 90% C.L. eࡋ reported results are obtained applying the tightened event
selection criteria in order to suppress VBF Higgs boson production.

EML estimator Ĉi low limit high limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −3.91 −5.23 6.25
C3/Λ3 −9.90 −13.84 13.97
C5/Λ3 −14.25 −20.20 29.46

Table 9.9.: Extended maximum likelihood estimators and corresponding frequentist conटdence
interval limits at 90% C.L.ࡋe reported results are obtained applying the tightened event selection
criteria in order to suppress VBF Higgs boson production.

य़e corresponding nominal results are reported in table 9.1. य़e di੖erences concerning the
lengths of the con੗dence intervals range between 2⁵ to 5⁵ for the three Wilson coeਖ਼cients.
य़e results for the extended maximum likelihood ੗t are given in table 9.9. Compared to the
nominal analysis (see table 9.2), it can be seen that in this case the con੗dence intervals are
slightly larger than without the additional cuts to suppress VBF Higgs boson production. य़e
di੖erences range between 6⁵ to 9⁵. य़e same e੖ect can be observed for the Bayesian con-
੗dence levels given in table 9.10 both for the non-extended and for the extended likelihood
੗t. य़e Bayesian limits for the nominal event selection are given in table 9.4.

य़e additional selection requirements in order to suppress VBF production processes are
considered as an alternative analysis approach. Consequently, neither the nominal analysis
nor this alternative approach are a priori expected to give improved con੗dence intervals
compared to each other. य़e results show that the alternative event selection yields smaller
con੗dence levels when using the non-extended likelihood ੗t, while in all other cases the

low ML limit high ML limit low EML limit high EML limit
[1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3] [1 × 10−11 GeV−3]

C2/Λ3 −1.91 2.78 −5.25 5.25
C3/Λ3 −5.71 5.74 −13.24 13.23
C5/Λ3 −6.15 15.31 −20.40 27.87

Table 9.10.: Bayesian conटdence intervals observed with data. Results are shown for the non-
extendedML टt and the extendedML टt. eࡋ reported results are obtained applying the tightened
event selection criteria in order to suppress VBF Higgs boson production.
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nominal analysis gives smaller con੗dence intervals. It is therefore not possible to claim that
one or the other analysis strategy yields be॒er results. Moreover, the reasons for the observed
di੖erences in the results of both analysis strategies were not further investigated.

य़e comparison between the con੗dence intervals obtained for the tightened event selection
suppressing VBF Higgs boson production and the nominal analysis was done without the
inclusion of systematic uncertainties. Since the selection criteria applied for the VBF sup-
pression depend on jet observables, the comparison could yield di੖erent results if systematic
uncertainties are considered.
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Ĉ2 =
5.1 × 10−12

(a) Non-extended likelihood

]-3 [GeV3Λ/2C
-80 -60 -40 -20 0 20 40 60 80

-1210×

a.
u.

0

0.01

0.02

0.03
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Figure 9.10.: Normalised likelihood functions observed in टt of the Wilson coeडcientC2 to data
using VBF suppressing event selection. eࡋ approximate 5% and 95% quantile boundaries of the
distribution are illustrated in red. eࡋ estimators are given in units of GeV−3
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Figure 9.11.: Normalised likelihood functions observed in टt of the Wilson coeडcientC3 to data
using VBF suppressing event selection. eࡋ approximate 5% and 95% quantile boundaries of the
distribution are illustrated in red. eࡋ estimators are given in units of GeV−3
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Figure 9.12.: Normalised likelihood functions observed in टt of the Wilson coeडcientC5 to data
using VBF suppressing selection strategy. eࡋ approximate 5% and 95% quantile boundaries of
the distribution are illustrated in red. eࡋ estimators are given in units of GeV−3
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ2 | =
0.51 × 10−11 GeV−3, the conटdence interval is
C2 ∈ [−2.85, 3.70] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ2 | = 3.91 × 10−11 GeV−3,
the conटdence interval is C2 ∈ [−5.23, 6.25] ×
10−11GeV−3.

Figure 9.13.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C2 and applied VBF suppressing tightened event selection.
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ3 | =
0.0 × 10−11 GeV−3, the conटdence interval is
C3 ∈ [−7.15, 7.20] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ3 | = 9.90 × 10−11 GeV−3,
the conटdence interval is C2 ∈ [−13.84, 13.97] ×
10−11GeV−3.

Figure 9.14.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C3 and applied VBF suppressing tightened event selection.
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(a) Conटdence interval for non-extended like-
lihood. eࡋ marked estimator is |Ĉ5 | =
5.25 × 10−11 GeV−3, the conटdence interval is
C2 ∈ [−13.82, 22.59] × 10−11GeV−3.
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(b) Conटdence interval for ext. likelihood. eࡋ
marked estimator is |Ĉ5 | = 14.25 × 10−11

GeV−3, the conटdence interval is C5 ∈
[−20.20, 29.46] × 10−11GeV−3.

Figure 9.15.: Determination of conटdence intervals using the Neyman conटdence belts for the
Wilson coeडcient C5 and applied VBF suppressing event selection.
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10. Conclusion

In this thesis, an analysis of the Higgs-gluon coupling tensor structure was presented. य़e
analysis is based on data taken with the ATLAS detector in 2012 in proton-proton collisions
at a center of mass energy

√
s = 8 TeV and investigates events in theH → γγ decay channel.

य़e integrated luminosity of the data set is
∫

L = 20.7 fb−1.

य़e Higgs-gluon coupling can be described in an e੖ective ੗eld theory [5] using point-like
coupling operators Oi (i = 1 . . . 5). य़e operator O1 is of mass dimension ੗ve and describes
a quark loop in the in੗nite mass limit while the other operators are of mass dimension seven.
य़e operator O4 does not contribute to processes considered in this analysis. य़is e੖ective
theory can be used to approximate the SM prediction of a top-loop induced Higgs-gluon cou-
pling, but might also be capable to identify new physics at higher energy scales Λ emerging
in an additional contribution of the point-like vertices to the coupling processes predicted in
the Standard Model.

In this analysis, the Higgs boson transverse momentum distribution in events with at least
one reconstructed jet is extracted from the ATLAS data and tested for an admixture of the
point-like coupling operators Oi in addition to the SM operator. य़e contribution of each
coupling operator is determined by the corresponding Wilson coeਖ਼cient Ci . Con੗dence
intervals are evaluated for each of the Wilson coeਖ਼cients Ci separately while the other co-
eਖ਼cients are set to zero. य़is approach is used to account for the limited statistics of signal
events in the currently available data. य़eoretical predictions at reconstruction level for the
Higgs boson transverse momentum inH +1jet gluon fusion signal events for variousWilson
coeਖ਼cients are obtained by reweighting the corresponding SM Pॵॽ८५७ sample.

य़e statistical uncertainties are dominated by uncertainties a॒ributed to the estimation of
the continuous diphoton background. य़is non-resonant background contribution is esti-
mated in a signal+background ੗t to the diphoton mass spectra of events categorized due to
the reconstructed transverse momentum of the Higgs boson candidate. य़e statistical uncer-
tainty on the signal yield varies between approximately 50⁵ and 80⁵ in the seven pT -bins.
य़e signal strength observed in data for the applied event selection and aॏer the continuum
background subtraction is 2.0 ± 0.6. य़e resonant background, which is dominated by the
VBF Higgs production process, is estimated using simulated events.

य़e frequentist con੗dence intervals for the Wilson coeਖ਼cients are examined using the Ney-
man construction. Both the non-extended and the extendedmaximum likelihoodmethod are
applied. No con੗dence intervals could be constructed for the Wilson coeਖ਼cient C1. य़is is
because the operator O1 describes the Higgs-gluon coupling in the in੗nite quark mass limit
and the shape of the Higgs boson pT distribution for an additional presence of this opera-
tor is not distinguishable to that predicted in the SM with the currently available data set.
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10. Conclusion

य़e in੘uence of several systematic uncertainties was investigated and incorporated to the
Neyman con੗dence belts for the Wilson coeਖ਼cients C2, C3 and C5.

A maximum likelihood ੗t and an extended maximum likelihood ੗t are applied to the Higgs
pT distribtion extracted from the ATLAS data in order to evaluate the likelihood estimators
Ĉi and to derive observed con੗dence intervals. य़e con੗dence intervals for the Wilson co-
eਖ਼cients C2, C3 and C5 using the data taken with the ATLAS detector are observed to be

non-extended likelihood extended likelihood
C2/Λ3 ∈ [−2.97 , 3.78] × 10−11GeV−3 [−4.84 , 5.83] × 10−11GeV−3

C3/Λ3 ∈ [−7.50 , 7.53] × 10−11GeV−3 [−13.69 , 13.82] × 10−11GeV−3

C5/Λ3 ∈ [−14.17 , 22.94] × 10−11GeV−3 [−18.97 , 28.15] × 10−11GeV−3

य़ese con੗dence intervals are determined for a coverage probability of 90⁵. य़ey include
both statistical and systematic uncertainties. य़e SM predicted valueCi = 0 is included in the
con੗dence interval in all cases. Consequently, no deviation from the pT distribution of the
Higgs boson as predicted in the Standard Model is found. य़e larger intervals observed using
the extended maximum likelihood are a॒ributed to the increased signal strength observed in
the ATLAS data set used in this analysis.

य़e con੗dence intervals are also evaluated using Bayesian statistics without considering
systematic uncertainties, which yields smaller intervals particularly when using the non-
extended likelihood. Moreover, results are additionally reported for two alternative analysis
strategies concerning the estimation of resonant background. In all approaches, no devia-
tion from the SM prediction was found while the interval limits are slightly di੖erent due to
di੖erent assumptions made for their construction.

य़e in੘uence of systematic uncertainties on the width of the con੗dence intervals for most
Wilson coeਖ਼cients is of the order 1⁵ to 3⁵ and is for all coeਖ਼cients smaller than 5.2⁵. य़e
impact of systematic uncertainties is dominated by theoretical uncertainties concerning the
QCD scale used in the reweighting procedure. However, the overall uncertainty is dominated
by the statistical uncertainties a॒ributed to the non-resonant background estimation. य़e
usage of data sets with higher statistics, which will become available in the run 2 of the LHC,
therefore represents the most promising option to further reduce the range of the con੗dence
intervals for the Wilson coeਖ਼cients.
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A. The Method of Maximum
Likelihood

य़e method of maximum likelihood [92] is used in various parts of the analysis described in
this thesis. य़is section explains the basic theoretical principles of this method and is based
on the descriptions in reference [80].

य़e method of maximum likelihood is a statistical method to estimate a parameter θ or a
set of parameters θ for which the realisation of an observed dataset with an observable x
is considered as most likely. य़e method widely used in elementary particle physics and
other ੗elds of application for hypotheses tests. It is applicable if the probability density
function of the observable depending on θ , f (x ; θ ), is analytically known. In this case, the
joint probability density functions for n independent measurements x = {x1, . . . ,xn} of the
observable x is obtained as the product of the individual probability density functions (pd৐)
for each realisation xi :

f (x ; θ ) =
n∏

i=1
f (xi ; θ ) . (A.1)

य़is joint pdf is de੗ned as the likelihood function L (θ ; x ) for one particular set of measure-
ments x :

L (θ ; x ) =
n∏

i=1
f (xi ; θ ) . (A.2)

य़e maximum likelihood estimator θ̂ is de੗ned as the parameter set θ that maximizes the
likelihood function L (θ ; x ) with respect to θ . For technical reasons, in many applications
the natural logarithm logL (θ ; x ) is maximised:

log
(

L (θ̂ ; x )
)

:= max log (L (θ ; x )) = max
n∑

i=1
log

(

f (xi ; θ )
)

. (A.3)

For the applications in this analysis, measured distributions of observables are recorded in
histograms of N bins, hence a binned maximum likelihood ੗t is performed. More over, the
actual measurement is in some parts of the analysis simulated by pseudo-experiments per-
formed with Monte Carlo predictions. य़e histograms obtained in these pseudo-experiments
are then treated in the same way as actual observations in data. य़e number of observations
ntot, which is for the applications in this thesis represented by the integral of the data his-
togram, can either be treated as ੗xed or be considered as another observable.
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A. eࡋ Method of Maximum Likelihood

On the one hand, if ntot is treated as ੗xed, only the shape of distributions is considered. In
this case, the expectation value νi (θ ) for the content ni of bin i with limits xmin

i and xmax
i , that

is determined by the corresponding pdf f (x ;θ ) of the binned observable x , is given by

νi (θ ) = ntot

∫ xmax
i

xmin
i

f (x ;θ ) dx = ntot · pi (θ ) . (A.4)

where pi (θ ) denotes the predicted probability for an observation of x in bin i and ntot is the
observed total number of events.

On the other hand, if ntot is considered as an additional observable, an extended binned
likelihood ੗t is performed. In this case, the expectation value νi additionally depends on the
expected total number of observations, which is denoted by νtot, and is given by

νi (θ ,νtot) = νtot

∫ xmax
i

xmin
i

f (x ;θ ) dx = νtot · pi (θ ) . (A.5)

य़e likelihood function for the observation of a particular histogram with bin contents n =
(n1,n2, . . .nN ) is given by the product of the probability functions fi (ni ) for each bin. य़e
observations of the contents ni in each bin are in all applications of this thesis treated as
uncorrelated.

In most cases, the bin contents ni are assumed to be Poisson-distributed, so that

fi (ni ;νi ) =
ν
ni
i e−νi

ni !
(A.6)

with νi determined according to (A.5) or (A.4), respectively, depending on whether an ex-
tended likelihood is performed or not. Poisson-distributed bin contents are for example given
for the ੗॒ed binned diphoton mass spectra in chapter 6. Indeed, for the pseudo-experiments
generated based on MC predictions, which are described in section 8 and simulate the back-
ground subtracted Higgs transverse momentum spectrum observed in data, a log-normal
distribution is chosen as probability density function for the bin contents to account for the
੗t uncertainties. य़e reasons for the choice of this function and its parametrisation are dis-
cussed in chapter 8.

Regardless of the actual form of the probability functions fi (ni ), the log-Likelihood func-
tion for the observation of a particular histogram with uncorrelated bin contents n is given
analogous to (A.2) and (A.3) by

logL (θ ; n) =
N∑

i=1
log fi (ni ;νi (θ )) (A.7)

logLext(θ ; n) =
N∑

i=1
log fi (ni ;νi (θ ,νtot)) (A.8)

for the non-extended and the extended likelihood, respectively.
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B. Additional Figures

B.1. Test of Reweighted Distributions

Including all initial states
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Figure B.1.: Comparison between reweighted Pࡘࡖ࡙ࡨࡠ prediction of
∑5

i=1O1Oi operator terms to
the diञerential Higgs production cross section dependent on pT in 1jet events at parton level and
the corresponding leading order calculation. eࡋ reweighted Pࡘࡖ࡙ࡨࡠ distribution is normalised
according to the normalisation factor obtained for the SM distributions in टgure 4.3a.
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B. Additional Figures
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Figure B.2.: Comparison between reweighted Pࡘࡖ࡙ࡨࡠ prediction of contribution of diञerent
operator terms to the diञerential Higgs production cross section dependent on pT in 1jet events
at parton level and the corresponding leading order calculations in the gluon-gluon initial state
channel. eࡋ reweighted Pࡘࡖ࡙ࡨࡠ distributions are normalised according to the normalisation
factor obtained for the SM distributions for which the Pࡘࡖ࡙ࡨࡠ distribution is normalised to the
calculated one.
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B.1. Test of Reweighted Distributions

quark-gluon initial state
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Figure B.3.: Comparison between reweighted Pࡘࡖ࡙ࡨࡠ prediction of contribution of diञerent op-
erator terms to the diञerential Higgs production cross section dependent on pT in 1jet events at
parton level and the corresponding leading order calculations in the gluon-(anti)quark initial
state channel. eࡋ reweighted Pࡘࡖ࡙ࡨࡠ distributions are normalised according to the normali-
sation factor obtained for the SM distributions for which the Pࡘࡖ࡙ࡨࡠ distribution is normalised
to the calculated one.
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B. Additional Figures

quark-quark initial state
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Figure B.4.: Comparison between reweighted Pࡘࡖ࡙ࡨࡠ prediction of contribution of diञerent
operator terms to the diञerential Higgs production cross section dependent on pT in 1jet events at
parton level and the corresponding leading order calculations in the quark-antiquark initial state
channel. eࡋ reweighted Pࡘࡖ࡙ࡨࡠ distributions are normalised according to the normalisation
factor obtained for the SM distributions for which the Pࡘࡖ࡙ࡨࡠ distribution is normalised to the
calculated one.
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B.2. Signal Fit of Higgs Boson Mass Peak

B.2. Signal Fit of Higgs Boson Mass Peak
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Figure B.5.: Plots of simultaneous signal टt in pT -bins using simulated H → γγ events. eࡋ
modelled peak position for all bins is µ = 124.625(3) GeV.
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B. Additional Figures

B.3. Background Fit of Diphoton Mass Spectra
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Figure B.6.: Plots of background टts on mass spectra in pT -bins observed in H → γγ data of
proton-proton collisions at

√
s = 8 TeV and an integrated luminosity of

∫

L dt = 20.7 fb−1.
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B.4. Signal + Background Fit of Diphoton Mass Spectra

B.4. Signal + Background Fit of Diphoton Mass Spectra
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Figure B.7.: Mass spectra in pT -bins observed in data at
√
s = 8 TeV with an integrated lu-

minosity of
∫

L dt = 20.7 fb−1 and the modelled signal plus background functions. eࡋ टࡇed
Higgs mass ismH = 125.9(5) GeV.
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B. Additional Figures

B.5. Likelihood Estimators for Increased Statistics
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Figure B.8.: Maximum likelihood estimators on Wilson coeडcients for the admixture of the
coupling operators Oi with i ≥ 2 to the SM टࡇed to N = 5000 SM pseudo-experiments with
event yield increased to 100000 events in each pseudo-experiment.
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B.5. Likelihood Estimators for Increased Statistics
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Figure B.9.: Extended maximum likelihood estimators on Wilson coeडcients for the admixture
of the coupling operators Oi with i ≥ 2 to the SM टࡇed to N = 5000 SM pseudo-experiments
with event yield increased to 100000 events in each pseudo-experiment.
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B. Additional Figures

B.6. Neyman Confidence Belts for Systematic
Uncertainties

य़e gauge curves shown in this section represent 1σ variations so that no error propagation
is contained in these ੗gures. य़ismeans that these curves represent the gauge curves initially
obtained for the applied 1σ variation of the corresponding uncertainty. य़e curves shown
in the following therefore need to be combined in the above described procedure with the
gauge curves that do not include any systematic uncertainties in order to properly estimate
the statistical uncertainties and the in੘uence of the respective systematic uncertainty.
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Figure B.10.:Neyman conटdence belts using non-extended likelihood for nominal analysis (black
+ dark blue) and for टxed mass scale (red) in the reweighting procedure.
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B.6. Neyman Conटdence Belts for Systematic Uncertainties
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Figure B.11.: Neyman conटdence belts using extended likelihood for nominal analysis (black +
dark blue) and for टxed mass scale (red) in the reweighting procedure.
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B. Additional Figures

Jet Energy Scale Uncertainty
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Figure B.12.:Neyman conटdence belts using non-extended likelihood for nominal analysis (black
+ dark blue) and for upwards scaled jet energy scale (red) in the reweighting procedure.
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B.6. Neyman Conटdence Belts for Systematic Uncertainties
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Figure B.13.: Neyman conटdence belts using extended likelihood for nominal analysis (black +
dark blue) and for upwards scaled jet energy scale (red) in the reweighting procedure.
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B. Additional Figures
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Figure B.14.:Neyman conटdence belts using non-extended likelihood for nominal analysis (black
+ dark blue) and for downwards scaled jet energy scale (red) in the reweighting procedure.
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B.6. Neyman Conटdence Belts for Systematic Uncertainties
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Figure B.15.: Neyman conटdence belts using extended likelihood for nominal analysis (black +
dark blue) and for downwards scaled jet energy scale (red) in the reweighting procedure.
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B. Additional Figures

Gluon Fusion Cross Section QCD Scale Uncertainty
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Figure B.16.: Neyman conटdence belts using extended likelihood for nominal analysis (black +
dark blue) and for upwards scaled gluon fusion cross section due to QCD scale uncertainty (red)
in the reweighting procedure.
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B.6. Neyman Conटdence Belts for Systematic Uncertainties
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Figure B.17.: Neyman conटdence belts using extended likelihood for nominal analysis (black +
dark blue) and for downwards scaled gluon fusion cross section due to QCD scale uncertainty
(red) in the reweighting procedure.
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